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Abstract

“In all chaos there is a cosmos, in all disorder a secret order.” (Carl Jung)

The nature of disordered metals and their temperature dependence is the main
subject addressed in this work, using theoretical, numerical and experimental
methods. Like many other systems in condensed matter physics, the problem
of electrons in disordered lattices is not yet completely understood. Due to the
complex nature of such systems, exact theoretical solutions cannot be applied and
statistical methods require extreme caution when used to describe all aspects of
the physics. Moreover, a growing number of experimental studies on different dis-
ordered systems and materials show non-trivial and novel phenomena, such as the
super-conductor to insulator transition [1, 2], super-insulator [3,4], superradiance
[5], and electron-glass [6, 7].

Electron dynamics in disordered metals are very different from those of a perfect
metal. In these disordered systems, the electrons are localized in space, and their
dynamics is described by hopping between these localized states. Sensing the
electronic dynamics by transport (i.e. conductance measurements) is a common
method to examine the response of different systems to various external conditions,
and under the right conditions, it provides comprehensive information on the very
nature of the electron states in the system, and of the significance of the strength

of disorder, Coulomb interactions, temperature, etc.

In this dissertation, I study the temperature dependence of a variety of dis-



ordered systems using different techniques: numerically, by the Non-Equilibrium
Green’s Function method (NEGF); and experimentally, by measuring the conduc-

tance of thin metal films.

Unlike the common statement asserting that temperature affects the electronic
transport mainly by coupling to the lattice phonons, in the numerical section we
show that the electric conductance strongly depends on temperature, even in the
absence of phonons. This effect is attributed to the highly skewed distribution
of the transmission function in disordered systems. Moreover, the conductance
in disordered quantum systems turns out to be substantially different from the
conductance of normal (non-disordered) metals, where a significant part of the

electronic quantum states do not contribute to the conductance measurement.

In the experimental section we use the quench-condensation method to fab-
ricate and measure thin films of highly disordered metals at low temperatures.
These films turned out to be electron-glasses (EG), i.e. the interacting electrons
within the metal share features of glass, including a very slow relaxation of the
conductance after a thermal or electronic excitation, and a memory of the previous
environmental conditions. EG systems are believed to be independent of temper-
ature T', and therefore, are suggested as quantum-glass; i.e., the dynamics of the
localized electrons are ruled by quantum-tunneling, rather than thermal activation
by phonons. Nonetheless, we show that this phenomenon is true only for a limited
range of low temperatures. Above a certain point in temperature the relaxation
rates of the glass obey again the classical activation dependence. By analyzing the
experimental results, we show that the energy scale of the thermal activated glass
dynamics is characterized by a surprising parameter — the maximal temperature

the system was previously heated to.

The observations in both paths, theoretical and experimental, face similar phys-

ical puzzle, namely: how do temperature affect transport in non-equilibrium disor-

11



dered metals? They do, however, examine different systems and employ different
methods, and thus answer this question from diverse aspects. In the first part of
this work, I provide an introduction to disordered systems in condensed matter
physics, as well as electronic transport and conduction of quantum electronic sys-
tems. The second part focuses on the calculation of transport in non-equilibrium
systems, including a detailed description of the NEGF method, its implementa-
tion, and its results on a variety of systems and conditions. In the third part,
I focus on the experimental work, including an introduction to the glass state
of matter, the electron glass systems and a review of the previous results in the
field. T then describe the experimental systems and techniques, and discuss this

research’s results and its contribution to the field.
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Part 1

Introduction to

Transport in Disordered Systems



Chapter 1

Theoretical Background

1.1 Anderson localization

In the absence of disorder, the quantum mechanical nature of electrons in periodic

lattices is described by the Bloch wave function

() = (), (1.1)

where 7 is the position vector in the metal, k is the wave vector, and u(r) is a
function with periodicity of the lattice vectors R, i.e. u(F+ R) = u() (Fig. 1.1a).
This periodic solution of the Schrodinger equation means that the electrons are
extended, and their charge density, [)(7)|?, is uniformly distributed in space.
However, if disorder is present in the metal, the solution of the quantum me-
chanical problem becomes very different from the Bloch function, and the wave
vector k is no longer a good quantum number. Anderson [8] showed that within
the limits of a strong disorder, all electronic states are bounded to certain locations

in the metal and decay exponentials around localization centers -

(7)) o exp (—'F‘fi ) | (12)

where 7 is the localization center of i, eigenstate 1;(7), and £ is the scaling factor
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of the exponential decay, named the ’localization length’ (Fig. 1.1 b). A short
derivation of this behavior using the transfer matrix method may be found in Ref.

[9].

a Vi Extended

Figure 1.1: Tllustration of extended (a) and localized (b) wave functions, ;, as a
function of location in a disordered system, 7 (blue lines). In the localized regime,
the amplitude of v; decays exponentially around the localization center (red line);
the strength of this decay is the localization length (green arrow) (see Eq. 1.2).

The transport of electrons through a homogeneous metal (i.e. with no disorder)
is a direct result of the Bloch function (Eq. 1.1), and the quantum current operator
reduces to

hk
— 1.3
=, (13)

j = 5 (VY = V) =
mi
where ¢ is the imaginary unit and m is electron mass.

In disordered quantum systems, however, this treatment leads to an exponen-
tially small current. This has led Mott [10,11] to suggest a different mechanism
of transport in disordered systems, called Variable Range Hopping (VRH).

3



1.2 Variable range hopping

Transport of electrons in localized systems generally involves incoherent processes,
particularly interactions between electrons and phonons. In the ground state, all
electrons are bound and do not contribute to transport, hence, one might expect
that conductivity would be enhanced at higher temperatures due to the influence
of phonons on the electrons, similar to intrinsic insulators and semiconductors.

This temperature-driven conductance is the basis of VRH theory.

=== — e — g —-—-
5 — @ re

Figure 1.2: Illustration of the variable range hopping process. The wave func-
tions (green lines) are localized in space (7). The lateral positions of the electronic
states are represented by short black lines with association to their eigen-energies.
The hopping process of electrons (cyan circles) may occur at low temperatures via
long range processes to states with similar energy (orange arrows), and at high
temperatures by short range processes to adjacent states with diverse energies (red
arrows).

Within the limits of a highly disordered system, where the localization length
is much shorter than system length, each electronic state is bound to a small
region in space and has a different energy level. In the 1D case, we can describe
this electronic system by the E(7) sketch in Fig. 1.2. In order to contribute to
conduction, an electron must hop between the localized states. The rate of this

hopping process, I', depends exponentially both on the spatial distance and on the

4



difference between the energies of the states, using the following relation [12]:

20r; —r; E,—E;
I'sj = voexp <—%) - exp (%) ; (1.4)

where r;/; and E;/; are the localization center and the energy of state i/j, respec-
tively. 7o is a proportional constant that is governed by the material properties.
The spatial part of Eq. 1.4 is a consequence of the overlap integral between the

two states
‘/ s (P (F) I, (1.5)

while the energy part is the activation probability of an electron by a phonon
with corresponding energy at a given temperature. This relation sets an effective
distance between adjacent localized sites in the d + 1 dimensions of space and
energy (d being the dimensionality of the system). This effective distance varies
with temperature: At relatively high temperatures, the phononic distribution is
wider, therefore the hopping rate to spatially closer sites is high even if the energy
mismatch is great; on the other hand, at low temperatures, the electrons prefer

farther sites, but with closer energy values.

The relation of the average spatial distance between two neighboring sites, Ar,
and their mean energy difference, AFE, is given by the density of states. Assuming
constant density of states, N (E) = N, the energy difference between adjacent
states can be presented by

1

AB = s (1.6)

which leads to the following hopping rate

(1.7)

2A 1 1
I' =yexp (— ! )

& kgT N -(Ar)d

As a result of the exponential nature of Eq. 1.7, it can also be assumed that

most of the electronic transport will occur between nearest neighboring sites in



the d + 1 dimensions. One can thus discover the mean spatial distance to this site

Ar by demanding a maximum in T’

r 2 1 d
a—:F- ——+ — =0, (1.8)
OAr § kT N - (Ar)dtt
and find that .
_ &d T
Ar=[ ——— . 1.
" <2N kT (1.9)
By placing Ar back into I', we derive the temperature dependence of the hop-
ping rate
1
T\ #+1
['=~pexp |[— (?0) : (1.10)
where
2d
Ty= —7+—. 1.11
" NGk (L11)

The conductance between adjacent states, G;;, is proportional to the rate at
which electrons hop between the sites, I';;. Therefore, Eqs. 1.10-1.11 define a
fractional power temperature dependence in the exponential for transport in the
disordered system. This exponential dependence differs from the intrinsic band gap
insulator temperature dependence, in which conductance is related directly to the
probability of an electron to absorb phonon and to be excited into the conductance
band, i.e. G o exp(—A/kgT), where A is the band gap amplitude. Hence,
if Ty is large enough, one may easily distinguish between the two mechanisms

experimentally.

1.3 Percolation network

While the VRH method considers only a single hopping process to obtain conduc-

tance behavior, a model of transport in larger systems was developed by Miller
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and Abrahams [12] and further expanded by Ambegauker, Halperin and Langer
[13]. In this framework, the disordered system is described as a network of resistors
between localized states. The resistance values of these resistors are determined
by the spacial and energetic differences between the states, similar to the premise
of the VRH method, and therefore have an exponential distribution. This method
allows the definition of a critical resistance value, R., by connecting the resistors
one by one from the lowest resistance to the higher resistance ones. According to
this process, R. is the minimal resistance value which allows a direct percolative
flow of electrons between sample edges. Due to the exponential distribution of
the resistors, all higher resistors R > R. are considered as an effectively infinite
resistance, and all lower resistors R < R, as an electric shortcut with zero resis-
tance; hence, the overall conductivity of the whole network is defined as R.. The
behavior of R, with temperature is directly related to the VRH analysis. In other

words, the conductivity of the entire disordered system would resemble Eq. 1.10:

1

+1

G = Goe (#)T7 (1.12)

where (G is the saturated conductance at high 7.

This percolation network analysis provides a more qualitative understanding
of electronic transport in disordered media, as most of the electronic current is
concentrated in a diluted percolation network, and all other areas are detached
and do not contribute to electronic transport (Fig. 1.3). The characteristic length
scale of the percolation network, the percolation length, is the average distance
between critical resistors, and defines the minimal size of the percolation system.

In samples with high levels of disorder, the percolation length can be as large
as a few tens of microns, whereas all other length scales in the metallic system
are within the range of a few nanometers. This effect ascribes such systems as
mesoscopic physics (meso = intermediate), i.e. it is neither microscopic nor

macroscopic, but has the characteristics of both scales.

7



Due to the exponential nature of the critical resistors, the percolation network

is highly sensitive to changes in external parameters. This gives rise to large fluc-

tuations of conductance with changes in temperature, bias voltage, gate voltage,

etc. In the case of highly disordered systems, the percolation length is large enough

and the mesoscopic fluctuations are observable even in millimetric-in-size samples.

Source

_ ° .0
g
@' ® &9k

Drain

Figure 1.3: Illustration of the percolation network in a 2D system. The blue circles
are the localization centers, connected by ”resistors” with various conductivities
(black curved lines). The critical resistivity, R., can be found by hypothetically
appending resistors between the localization sites from most conductive to most
resistive; in this method, R, (red curved lines) is on the scale of the resistors that

connect the p

ercolation network from between the contacts (yellow rectangles). The

percolation length is the mean distance between two such resistors (green arrows).

1.4 The Coulomb gap

The energy value of each localized site is mainly determined by the disorder po-

tential of the atoms in the metal. Nevertheless, Efros and Shklovskii [14] showed

that the energies

of states around Fermi energy (er) gain an additional term due

to Coulomb interactions between electrons. This phenomenon can be clarified by

8



the following argument: while a system is in its ground state, all sites with energy
below e are occupied, and all sites with energy greater than e are empty. Adding
an additional electron to the system will result in an increase of £}, the lowest
energy state above ep. However, if instead of adding a particle to the system, an
electron from site ¢ below ep is excited into site j, the overall change in energy

would be:

62

AE; = E;— Bj— 5,
rij

(1.13)

where the additional subtracted term originates from the change in the Coulomb

interaction due to moving of electron from site j to site 7.

According to the definition of the Fermi energy, AF;; should remain positive to
maintain the system in its ground state, we can conclude that the states must be
far enough from each other to prevent such a process, which results in an energy

gap around €p.

Quantitatively, the DOS relates the mean spatial distance Ar to the mean
energy differences AFE, as mentioned in Eq. 1.6. Therefore, the level spacing

between states ¢ and j should be as follows

AE; = E; — E; — (NoAE)Y?. (1.14)

If the energy difference F; — E; is small enough, the right-hand side of Eq.
1.14 is negative, but AE;; is defined as the absolute value. The solution to this
contradiction is the depletion of states from Fermi energy, which changes the DOS

to the following form

N(E) = N (E—ep)'t, (1.15)

e2d

where N is a scaling factor. This means that at £ = ep, the DOS is equal
zero, forming a ’soft’ gap around the Fermi energy, which has been termed as the

Coulomb gap.



By combining the DOS of the Coulomb gap (Eq. 1.15) with VRH theory (Eq.
1.4), Efros and Shklovskii [14] show that the temperature dependence power «

becomes independent of the dimensionality d

T\ 2
G(T) = Gg exp (—%) , (1.16)
where
2
N (1.17)
Nkpé

The above two temperature dependencies have become the hallmark of hopping
systems, as demonstrated in Fig. 1.4 [15]. At low enough temperatures, the
Coulomb interactions form a Coulomb gap, and conductance is as presented in
Eq. 1.16, whereas at higher temperatures, the thermal energy washes out the

Coulomb gap, and conductance follows Eq. 1.12.

HHI’\‘ L LENIE

A

|
I[ﬂ SNNHITT \HHH‘ I Hl‘IUI 1il

L1

& -
+IL\I}|1[1LI!I 10‘4\\\1'\\\5‘||1|\[\r|‘1\\\

0.5 1 1.5 2 0 1 2 3 4
VA 772 (K72

o))

Figure 1.4: Resistivity as function of temperature for three dimensional ion-
implanted Si:P,B samples. At relatively high temperatures (left frame) the re-
sistivity is successfully scaled with T~ where o = 1/(d + 1) , while at lower tem-
peratures (right frame) the results are better fitted with o = 1/2. (Zhang, 1993

[15])
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1.5 Scaling theory of localization

As was described above, in the presence of strong disorder, the wave functions of
electrons are localized in space and conductance decreases exponentially with the
system size, L. This behavior is true in one-dimensional (1D), two-dimensional
(2D) and three-dimensional (3D) systems. However, if the level of disorder is not
large enough, a fundamental difference is found between the various dimensions.
A highly accredited paper by a group of researchers, known as the “Gang of Four”
(Abrahams, Anderson, Licciardello, and Ramakrishnan) [16], had shown that a
scaling relation between conductance G and system length L can be described by

a single parameter 3, defined as -

(1.18)

In the case of a strong enough disorder, conduction decreases exponentially
when enlarging the system, G oc e %/¢; hence, 3 is negative in this range and

depends linearly on £ for every dimension.

On the other hand, for weak disorder, the system is Ohmic and has constant
conductivity. In the 1D case, enlarging the system length L will result in linearly
lower conductance (§ < 0); in 2D, enlarging L on both axes by the same amount
will not change G (8 = 0), and in the cubic 3D case, G would even increase with

L (B > 0). The overall dependence is depicted in Fig. 1.5.

This demonstraits a substantially different behavior of the disorder in different
dimensions. While a 1D system is localized at any value of disorder, in 3D this is
true only for a strong enough disorder. A transition from a localized to extended
case occurs when changing the disorder level of the system, known as the “Metal-
insulator transition”. The 2D case is marginal, and may therefore be affected

by secondary effects, such as temperature, interactions, long range periodicity or

11



Figure 1.5: The scaling parameter of localization (3, as a function of the logarithm
of differential conductance, In(g). f < 0 means exponentially lower conductance
when enlarging the system size L in every dimension, indicating a localized regime.
(Abrahams et al., 1979 [16])

external fields [17].
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The theory of transport through disordered systems presented in this chapter
is based on a set of premises on the microscopical behavior of electrons in mat-
ter, such as equilibrium conditions, effective single particle picture, a well-defined
localization length, and the importance of electron-phonon interactions.

Furthermore, solving the full quantum mechanical equations of electronic levels
and conductance is usually impossible due to the complexity of the macroscopical
problem. However, in some cases, more detailed quantum considerations are im-
portant to comprehend the very nature of electronic transport, and must be taken
into account.

In the following parts, I present two such systems, namely: the elastic trans-
port of non-interacting electrons (Part II), and electron glass (Part III). The two
subjects are different in many aspects, yet both show a non-trivial behavior of
electronic transport in the presence of temperature, due to quantum mechanical

nature of the system.
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Part 11

Conductance in Quantum
Systems:

Theoretical and Numerical Study
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Chapter 2

Theoretical Study: Introduction

2.1 The Anderson Hamiltonian

A common way to present electron behavior in disordered electronic systems is via
the tight-binding (TB) model, based on a matrix representation of the Hamiltonian
and assuming a discrete form of the Schrodinger equation. This method assumes
that the electronic wave functions of the atom are the convenient basis from which
to approximate the wave functions of the whole system. Therefore, the basis for
the electrons in the system can be treated as discrete in space, located at the exact

locations of the lattice points of the periodic lattice.

Starting with the quantum Hamiltonian operator (in the 1D case) -

. h d?
g——-r 4 2.1
2m dx? +U(@), (2.1)

we can rewrite the second derivative in a discrete formulation

da; 1

% - (Yjr1 — 1)), (2.2)
d?1); 1
dxw; 3 (Vjp1 — 205 + 1), (2.3)

where v; is the electronic wave function in the jy, atom, and a is the lattice

15



constant.

Hence, operating the Hamiltonian on ; will result in -

Hipj = (€ + 2t); — tjon — tibj_, (2.4)

where €; are the on-site energies of the atoms and ¢ is the energy scale of the
hopping element between adjacent atoms,

h2

t= .
2ma?

(2.5)

In this discrete representation, H may be presented by the following matrix -

e +2t —t 0 0

N —1 € +2t —t 0

0 —t

0 0 ... €L+ 2t_

which its eigenvectors and eigenvalues are the electronic eigen-states and eigen-

energies, respectively.

One may represent disorder in the system by assuming a random distribution
of the on-site energies ¢;. The eigen-states vectors of H will not follow the Bloch
form, but will exhibit localized behavior (Eq. 1.2). This representation of the
Hamiltonian, termed the Anderson Hamiltonian [8], assumes that all atoms are in
their crystalline locations in space and therefore all hopping terms ¢ are identical,

while each atom has a random on-site energy !.

Under the assumptions of the TB model, Eq. 2.4-2.6 may also be formulated

LA similar approach could be to assume the opposite, i.e. that the atomic levels are identical,
€; = €g, and the hopping terms, ¢,;, are randomized. Nevertheless, the resulting behavior of the
eigen-states was shown to be similar [18].

16



in the second quantization form -

H =Y (e +2t)cle; —tehejn —tel ¢, (2.7)
J

where é; and ¢; are the creation and annihilation operators of electrons in site j,

respectively.
04
—Ww=1
03k — W f 2
o —W=5
= 51
01f
0.0 A M.__

0 50 100 150 200 250 300 350 400 450 500

—

r

Figure 2.1: Representative electron density as a function of location in a 1D array
with a length of L = 500, calculated by the 250th eigen-vector of the Anderson
Hamiltonian. In agreement with Eq. 2.8, different disorder levels W result in
different localization lengths: W = 1 leads to £ =~ 105, W = 2 to £ =~ 26, and
W =5 to & ~ 4 (see text).

As mentioned earlier, the electronic localized wave-functions are defined by
localization length, &, which is equal to the length at which they decay to e!
of their maximal value. As demonstrated in Fig. 2.1, in a case where ¢; are
uniformly distributed between —W /2 and W/2, ¢ was shown to be approximated

by the following relation [19]:
1052

xS (2.8)

Hence, W represents the disorder strength in the system.
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2.2 Perfect conductance

A common way to evaluate conductance through a quantum system is by the
transmission function, which is basically the probability of an electron with energy
E to cross the system from end to end. This method assumes single-electron (i.e.

non-interacting) picture, as well as electronic equilibrium.

In a perfect 1D metallic wire, the transmission probability equals one for all
energy values. The amount of current generated by a single electron with energy
E is therefore —ev(F), where e is the electron charge and v(F) is the electron
velocity. However, in order to have a current flow through a system, one should
apply a voltage, which results in a difference in the chemical potential at the source
and drain ends, ugs and pp. At zero temperature, only energy levels associated
to an occupied electronic state in the source lead, and to an empty state in the
drain lead, will contribute to the total current. The number of such levels is equal
to N« (us — pup), where N is the density of states in the system. Thus, the total

current equals -

Lyerfect = —eVN - (us — pip) = —evN - eVsp. (2.9)

Both the electron velocity and the density of states are derivatives of the elec-

tronic dispersion relation (written here for the 1D case) -

OF
N L (BN (2.11)
W= \ok ) '

which sets a simple relation between them:

N== (2.12)



and therefore a universal quantized conductance value

I 2¢?
Grerfect = — = —. 2.13
per fect VSD h ( )

This conductance value, which equals 7.75-107° Ohm™!, is the conductance of
a single channel in the metal, or equivalently, of a quantum point contact [20, 21].
In the case of finite temperature, however, the current calculation (Eq. 2.9)
requires an additional integration over all energies, as the step distribution of the

level occupations in the leads are replaced with Fermi distributions

1
exrp (E;Z—ST/D> +1

fiS/D) = (2.14)

i.e. the probabilities to find an electron with energy E in the source (S) and
drain (D) lead, respectively. Nevertheless, it is easy to show that even at finite
temperature the overall integration on the fg — fp remains equal to the biased

voltage:

2e [ 2¢?
Iperfect = T/ (fS - fD) dE = T . VSD‘ (215)

2.3 Landauer-Buttiker formalism

In general, the transmission function is an N x N matrix, where 7;;(E) represents
the probability of an electron with energy E to be transferred from site ¢ to site j.
Hence, the value Tgp(FE) represents the transmission probability from the source
lead (S) to the drain lead (D) through the entire wire.

In the case of a non-perfect metal, conductance electrons can be either trans-
mitted through the 1D system or reflected backwards, and therefore Tgp(E) < 1.

As a result, the conductance in the disordered wire is also lower than the perfect
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conductance (Eq. 2.13) -

I 262 00
“= Vs  Vep-h /oo Tsp(E) (fs = Jp) dE, (2.16)

where fg and fp comprise the dependence on the source-drain voltage Vsp, tem-
perature 7', and chemical potential .

This equation, known as the Landauer-Buttiker formalism, provides a simple
yet useful method of calculating conductivity in quantum systems. An illustration
of the current flow in a localized system is presented in Fig. 2.2, showing Mott’s
picture of localization and the role of the leads’ populations (see also Fig. 5.1

further on).

Energy

> —> I T
fs(E) f,(E) 0001 001 01 1
Space Tsp

5
rd

Figure 2.2: Tllustration of the Landauer-Buttiker method of current calculation. a:
The sample eigen-states (purple) are presented in Mott’s picture at their localized
positions and with their eigen-energies. When biased voltage is applied between
the source and drain leads (yellow), their electrochemical potentials change, and
electrons can flow from the occupied states in the source to the empty states in the
drain. b: The system transmission, that is, the probability of available electrons to
flow through the 1D sample. In the localized regime, 7sp has sharp resonances on
the spectral lines, which are associated with the presence of an electronic state in
the sample, and exponentially lower values between them.

However, this method assumes that the transmission function is not affected by
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the connection to the leads, and does not take into account interactions between
electrons or between electrons to phonons. Furthermore, the transmission function
also does not consider non-equilibrium situations, such as strong bias voltages and
non-uniform temperatures. In order to consider the above phenomena one should
employ a more precise method for the calculation of the conductance. Here, we

resort to the Non-Equilibrium Green’s Function method (NEGF).

2.4 Non-Equilibrium Green’s Function

The NEGF method?, known also as the Kubo formalism [22], uses a generalized
method to calculate conductivity in quantum systems based on Green’s function
method within the limit of linear response (i.e. small Vsp). As we shall see shortly,
this method inherently enables the inclusion of interactions and non-equilibrium

effects.

The Green’s function is the response of a field, described by a differential
equation, to an excitation from a delta-function source.

Considering the time independent Schrodinger equation -
[ﬁ _ EIA} b =0, (2.17)

where H is the Anderson Hamiltonian matrix, I is the identity matrix and v is

the wave function. The associated Green’s function G° should solve -

[I?[ - Ef] GO(E) = 5, (2.18)

2Here we adopt the notation presented in a book by Supriyo Datta ”FElectronic Transport in
Mesoscopic Systems” [23].
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or equivalently, in the TB representation -

GO = [Ef - f]}l . (2.19)

In this framework, the Green’s function element GY; is the wave function am-
plitude at site j due to the existence of an electron in site i. Therefore, Green’s
function is also named ‘propagator’, since it represents the probability amplitude

of the electron’s to propagate in space (and time).

Taking into account the time-dependent Schrodinger equation leads to a differ-
ent formulation of the advanced Green’s function, G4, and the retarded Green’s
function, G

N N N —1
G = [E[ —H- m[] , (2.20)

A

~ N N -1
GR = [E[ . mf} , (2.21)

where 7 is an infinitesimal small positive number. GiAj and G*ij correspond to
electron propagation from ¢ to j or vice versa, respectively. The two matrices are

the Hermitian conjugate of each other.

In order to calculate the conductance of a wire using Green’s function, one
should apply more explicit boundary conditions of the source and drain leads.

This can be done by writing the full Green’s function of the wire-leads system.

The Hamiltonian of the wire, ﬁw, is the Anderson Hamiltonian (Eq.2.7)

L L—-1
j=1

Jj=1
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while the two leads are represented by semi-infinite homogeneous chains

Hgp = —thS/D &Y + hee, (2.23)
where Hg/p is the source/drain Hamiltonian, 6539/ DIt and ég?g/ D) are the single-

particle creation and annihilation operators of the source/drain lead, respectively,

and j' is the site index in the leads.

The leads are coupled to the wire by -

] _ ~(S/D)t

Hw,S/D = _tS/Dcl/L él/L + h.c., (2.24)

where tg/p is the coupling amplitudes between the source/drain lead and the wire.

Thus, the complete Hamiltonian of the system composed of the wire and leads is:

H=H,+Hs+Hp+Hys+ Hyp. (2.25)

2.5 Leads’ self-energy

To proceed, we express Green’s function G by its components - the wire (Gw) and
the left (G'g) and right (Gp) leads. The overall Green’s functions can be written

in the following form:

& GS/D éS/D,w (B +in) 1 — HS/D] TS/D

. ) o . (2.26)
G(w,S/D Gw 7A_g~/D |:E] — Hwi|
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where the matrices 7g/p represent the connection between the site inside the wire
to the source/drain leads. Multiplying both sides by the inverse right-hand matrix

results in two independent equations for G,

%;/DGS/DM + [Ef - ﬁw] Go=1, (2.27)
[(E + iT]) j — [:[S/Di| GAs/DﬂU + %S/DGAU, =0. (228)

Combining the two equations and taking into account both leads, one gets
. S -1
G = [EI —H, - E] , (2.20)
where the total self-energy is equal to =Yg+ 3pand & s/p 1s given by -
- ~T . - - -1 ~
Xs/p = Tg/p [(E +in) [ — HS/D} 7S/D> (2.30)

where +in and —in refer to 2% P and ig‘/ p» respectively.

In the case of a 1D wire, 7¢ has only one non-zero term, as the wire-lead contact
is only through the first element. As a result, the only relevant element in the left
lead Green’s function Gy is the (1,1) element. For a semi-infinite homogeneous

lead, it can be calculated analytically?,

N A . 11 1 ..
Gsa1) = |(E +in)I — Hg oy —Zeﬂ’m, (2.31)
1,1

where a is the lattice constant and k is the wave number of the electron, which

follows the tight-binding dispersion relation

E = —2tcos(ka). (2.32)

3See Exercise 3.3 in Ref. [23].
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Consequently, the self-energy of the source lead also has a single non-zero term,

which is equal to
~ 1 ..
Ys(1,1) = t5 <—¥eﬂk“) : (2.33)

In a similar way, the single non-zero term of the drain lead’s self-energy,

Yp(L, L), is equal to

Sp(L, L) =t (—%eﬂk“> .

2.6 Transmission from Green’s function

Following Ref. [23], it is shown that transmission through the wire is related to
GR/A

»  and to the self-energy ﬁg//g by -
7TS'D =Tr [f‘séngég] y (234)
where f‘s/ p is the scattering rate from and into the wire -

Ls/p =i [i?/D - ié‘/p} =—2-Im (2@%) : (2.35)

Writing Eqs. 2.34-2.35 in a more explicit form, and considering the single

non-zero elements of 3% and 2E, becomes -

Tsp = Tr [4-Im <i?) .GE . Im (ﬁ]g) Gﬂ =

242
4. fsttD Im (%) - GE(1,L)G(1, L) (2.36)

25



This results in a simple relation between the transmission function and the

(1, L) element of Green’s function of the wire:

tsto\" 2 | AR
Too = (52 - (w)*- ‘Gw(l,L) , (2.37)
where v is the electrons’ velocity in the leads -
OF
hv = i 2at - sin(ka). (2.38)

2.7 Conductance from Green’s function

Similar to the Landauer-Buttiker method, for the calculation of the total current
through the system, one should take into account the electronic population in the
leads and applied voltage. Assuming that the leads are in thermal equilibrium
at temperature 7T, the probability of finding an electron with energy E in the
source/drain lead is given by the Fermi distribution fs;p. Hence, the current also
depends on the electro-chemical potential in the leads ps/D, with a voltage drop

Vsp between them -

pp = ps — €Vsp. (2.39)

In order to calculate the current through the system using the NEGF method,
we have to define the in-scattering and out-scattering functions, which represent

the rate at which electrons enter and escape the wire at energy E:
$)p(E) = fs/pUs/p; (2.40)

2g}/LtD(E) =(1- fS/D)fS/D> (2.41)
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In addition, we must define the correlation functions that describe the occu-
pation of electrons (n) and holes (p) within the wire, G" and G?. To find the
correlation functions, we utilize one of the main results of the NEGF method, the
kinetic equation®:

GAyn/p _ GRiin/outGA, (242)

where

iin/out Ezn/out + Ezn/out (243)

Using these definitions, one can derive that current density in the wire is equal
to -

. € Shou m
isyp(E) = ETr( LGP — S G ) (2.44)

where the current is proportional to the rate at which the incident electron succeeds
in finding an empty state in the wire, X% y pGP, minus the rate at which electrons
succeed in leaving the wire, Zgl/‘tDG”.

In a case where the temperature in both leads is equal and there are no incoher-
ent effects (such as electron-electron or electron-phonon interactions) the current
density in Eq. 2.44 can be represented by a transmission function, 7sp, multiplied

by Fermi distributions, similar to the Landauer-Buttiker formalism -

1= [isin(E)E = [ 2 Ten(B) s (8.5 ) ~ o (B, DB, (2:5)

This coherent current and associate conductance G = I/Vgp, as derived above,
are an exact result that arises from the quantum mechanical considerations in the
wire, by assuming only the tight-binding model the semi-infinite leads. However, in
the non-equilibrium case, such as when the temperature is unequal in the leads or
when large source-drain voltage exist, or alternativel, in the presence of interactions

- both ¥/t and 2%/4 become dependent on other parameters, and one cannot

“See Sections 8.3-8.6 in [23].
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reduce Eq. 2.44 to the above simple form. Hence, Egs. 2.40-2.44 must be solved
explicitly.

Even though the above method’s result was a relatively simple calculation for
the 1D non-interacting case, in Chapters 4 and 5, we demonstrate that in the
disordered case, the coherent conductance, calculated numerically by the NEGF
method, shows both an unexpected temperature dependence even without consid-
ering phonons, and a surprising anomaly of modes that could considerably affect

the experimental conductance measurements in such systems.

2.8 Density of states calculation

The NEGF method allows the calculation of the electronic density in space as well
as the DOS in energy, using the local density of states function (LDOS). As one
may expect, for an isolated wire whose Hamiltonian H,, is given by Eq. 2.7, LDOS

is equal to a set of Dirac delta functions -
p(G.E) = [hi(j)*6(E - Ey). (2.46)

However, as soon as the wire is connected to leads, the delta functions are
broadened, the system becomes non-Hermitian and the wave vectors ;(j) cannot
be extracted directly from H,. In this case, LDOS is expressed via the spectral

function, defined as®:

A

A=i [GR - (;A} — 2. Tm(GR). (2.47)

The diagonal elements of A represent the LDOS, p (j, E'), while its trace is the

®See pages 149-155 in [23].
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DOS -

N(E) = %Trfl (2.48)

As noted above, G represents the the probability of an electron to be trans-
ferred from one state to another. In a like manner, the imaginary part of GR is
associated with the probability of an electron to be measured at a specific point,

a factor directly related to the electronic density.

2.9 Characteristic results of transmission and DOS

in 1D systems

In a perfect wire (i.e. in the absence of disorder) and with perfect connections to
leads (ts/p=1), one may expect a perfect transmission for every energy E. This is
indeed the case within the range of the tight binding dispersion bandwidth [0, 4]
(see Eq. 2.32), as depicted in Fig. 2.3 (red line).

Naturally, for a disconnected wire there is no transmission. A weakly connected
wire (ts/p < 1), however, results in large peaks in the transmission function (blue
line in Fig. 2.3), similar to an optical cavity. The locations of these peaks in
E are associated with the presence of electronic eigen-states with similar eigen
energies, as can be seen by comparing these to the density of states N'(FE) plot.
Additionally, as is also seen from the plot, the DOS is higher at the edges of the
energy band. This result is in agreement with the theoretical derivation of DOS

in 1D systems -
1 1

:g t.

N(E) , (2.49)

8

where as was derived earlier, t = h?/2ma?.

Equivalently, adding even a small degree of disorder to a perfect-coupled system
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Figure 2.3: Transmission function (upper panel) and DOS (lower panel) of non-
disordered wire (W = 0), with L = 25 and perfect connections to the leads ts =
tp =1 (blue lines), as well as with small connection tg =tp = 0.1 (see text).

results in fluctuations in transmission (Fig. 2.4). The inhomogeneity of the atomic
potential is separating regions in the wire, and the result is multiple semi-isolated
‘cavities’ which generate these random maxima. As W increases, the localization
length ¢ eventually becomes shorter than the system length L, and the system is
localized. In this case, the average value of the transmission has an exponential

dependence on the ratio /L -

(Tov) xexp (-3 ). (2.50)

Moreover, as we shall see in the next chapters, in the presence of disorder, the
system shows several non-trivial phenomena, such as the breaking of the one-to-
one correlation between energy levels and transmission resonances, and a surprising

temperature dependence.
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Figure 2.4: Transmission function (upper panel) and DOS (lower panel) of dis-
ordered wire with W = 0.5 (purple), W = 1 (orange) and W = 0.5 (green), with
L = 25 and perfect connections to the leads tg =tp = 1 (see text).

31



Chapter 3

Numerical Methods

As result of the NEGF method presented in Chapter 2, the calculation of quantum
system conductance involves the inversion of L x L complex matrices (Eq. 2.29),
and overall integration of relevant energies (Eq. 2.45). In this chapter, these
issues are discussed from a numerical point of view. A sample of MATLAB code
for the calculation of conductance in a typical disordered system is presented in

the appendix.

3.1 Inversion of Green’s function matrices

The Green’s function calculation of a wire of length L requires the inversion of the
matrix [Ef —H- ZA]} , where FE is the electron energy, I is the identity matrix, H
is the Anderson Hamiltonian, and 3 is self-energy. Using the LU decomposition
method, the inversion of an L x L matrix requires up to 2L3/3 operations. In
addition, each inversion gives a single energy value of the transmission function
T(FE), as the conductance is a result of transport of electrons with all possible
energies (or at least within the TB energy band). These two requirements limit
the wire length to about 1000 sites for considerable computational time (hours or

a few days).
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However, in following with Eq. 2.25, the Hamiltonian that represents the 1D
wire is a tridiagonal matrix, as the only allowed hopping process occurs between
neighboring sites. The latter part in G, the self-energy term, has only two non-zero
elements that are also on the diagonal, as derived in Sec. 2.5. Thus, the inversion
is applied on sparse matrices that have a tridiagonal form, i.e. all elements are

zero except for the matrix diagonal and the two adjacent off-diagonal rows.

Inversion and diagonalization of sparse matrices are less complex, but a differ-
ent method must be derived for each type of matrix. Here, we use a method that

was developed by Usmani [24, 25].

For a given L x L tridiagonal matrix of the form -

a; by
c1 ay by
M = c . e : (3.1)
br—1
CL—-1 ar

the (M~1);; element is given by -

(M‘1> o (=1 bj 101951 /0, i< (32)
N (1) ¢i10j_10i41/01 ifi>j
where 6; and ¢; follow recurrence relations as follows:
0; = a;0;—1 — bi_1ci—16; 2 (3-3)
for 2 < i < L, with the initial condition #; = a; and 6y = 1, and -
Pi = @ Pir1 — biCiiyo (3.4)
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for L—1 <1 <1 and initial condition ¢ ;1 =1 and ¢ = ay.

In our case, b; = ¢; = —t for every i. Since we normalize the energy scale to

t = 1, the relation is even simpler:

—1)Hig. o, if i< i
(M‘l) o (=)0 19j1/00 i<y (35)
N (=1)"90;_10:11/01 ifi>j
where -
67; = CLZ‘¢91'71 — 61'72, (36)
i = aiPiy1 — Pito. (3.7)

This procedure involves the extraction of § and ¢ (complexity of order L) only
once, and the multiplication of the result for every i and j (Eq. 3.5); namely, the
total complexity is O(L?).

Furthermore, as was mentioned, the transmission function of a 1D wire can be
calculated from a single element in Green’s function, Gﬁ(l, L). We thereby only

need to calculate 0y and place it in the following equation:

R -1 1+L
ér ) = SV (33)
O
while the transmission function is (Eq. 2.37) -
tstp\’ A 2
Too = (512 - (w)* G20, 1) (59)

This simple O(L) method allow us to easily calculate the conductance of larger
systems of up to L = 10000 at much shorter times. In larger systems, the dynamic
memory serves as problem, as it consumes above 1 gigabyte. To overcome this
memory issue, we must keep in mind that our tridiagonal Hamiltonian and self

energy terms are not trivial (i.e. they do not equal zero or one) only on the
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diagonal. Using the above method to find GE(1, L), we do not need the L x L
matrix, and can keep only the diagonal in the computer’s memory. By utilizing
this method, we were able to calculate even L = 10° systems.

Still, other than accuracy issues, the only important length scale of localized
systems is the ratio £/L. Hence, enlarging the system is equivalent to increasing
disorder, and there is no reason to spend computer time on overly large wires.
Additionally, in contrast with the transmission function, the density of states N (E)
has to be calculated by the trace of the Green’s function (Eq. 2.48). Therefore, in
cases where NV(E) is needed, one should calculate the whole diagonal of G, which

leaves us with O(L?) complexity.

3.2 Integration with the transmission function

According to the Landauer-Buttiker method, in the presence of temperature, the
total current (and therefore the conductance) receives contribution from all avail-
able energies in the system (Eq. 2.45), due to the broadening of Fermi distribu-
tions. Furthermore, in a localized regime( ¢ < L), Tsp exhibits sharp peaks at
certain energy values, with exponentially lower valleys between them. Numerical
integration with such a function is a challenging task, as even at extremely high
resolution in F, the integration could miss these exponentially higher transmission
peaks.

As will be discussed in Chapters 4 and 5, interesting phenomena occur also in
moderate disorders, and the disorder can be limited by & = L/20 or less. In this
range, exponential decay around the highest peaks is relatively slow, which means
that the area enclosing the resonance in 7Tgp is finite, so that the overall integration
is barely affected after a certain resolution (R). For instance, in the above case

of £ = L/20, 1 million samples within the [0, 4¢] tight-binding bandwidth results
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in a reasonable accuracy, as demonstrated in Fig. 3.1 for L = 500 and & ~ 25.
By using the O(L) inversion method, we were able to calculate enough iterations

to evaluate the conductance in a variety of disorders, temperatures, bias voltages,

etc.
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T

Figure 3.1: The impact of the integration resolution R, demonstrated by calcu-
lation of conductance as a function of temperature for a system with L = 500 and
W =2 ie. &~ L/20. As can be seen, the integration converges at a resolution of
about 1 million samples from the [0,4t] bandwidth.
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3.3 Appendix: Characteristic MATLAB code for

calculating conductivity

% Control Parameters

L = 500; W= 2; V_SD = 0.00001;

t=1; t_.S=1; t.D=1; mu = 0;

minE = -2; maxE = 2; resE = 1000000; deltaE = (maxE-minE)/(resE);
[0,0.001,0.005,0.01,0.05,0.1,0.5,1];

Tvec

% Initialization
H = zeros(L); B = zeros(L);
Trans = zeros(resE-1,2); G = zeros(length(Tvec),2);

% Setting Hamiltonian
for i=1:L-1
H(i,i+1) =-1; H(i+1,i) =-1; H(i,i) = Wx(rand()-0.5);
end
H(L,L) = Wx(rand()-0.5);

% Calculating transmission by Green’s function

for Ei=1:(resE-1)

E = minE+deltaExEi;

k = acos(-E/(2%t));

invG = Exeye(L)-H;

invG(1,1) = invG(1,1)+t_S*exp(lixk);
invG(L,L) = invG(L,L)+t_D*exp(1lixk);

GriL = TriDiagInv1L(invG);

Trans(Ei,1) = E;

Trans (Ei,2) = 4*xt_S*t_D*(((sin(k))). 2)*(abs(Gril))"2;
end

% Calculating conductance from transmission
for T_i=1:length(Tvec)
T = Tvec(T_1i);
G(T_i,1) = T;
for Ei=1:(resE-1)
fSminusfD = (1/(exp((E-mu-V_SD)/T)+1))-(1/(exp((E-mu)/T)+1));
E = minE+deltaEx(Ei);
G(T_i,2) =G (T_i,2)+Trans(Ei,2)*deltaExfSminusfD/V_SD;
end
end

% Plotting

figure(1)
loglog(G(:,1),G(:,2))
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And the calculation of Gy, :

function [InvMatiL] = TriDiagInviL(Mat)
L=length(Mat);
theta=zeros(1,L);
theta(1)=Mat(1,1);
theta(2)=Mat (2,2)*theta(1)-1;
for i=3:L
theta(i)=Mat (i,i)*theta(i-1)-theta(i-2);
end
InvMat1L=(-1) " (L+1)/theta(L);
end
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Chapter 4

Transmission resonance anomaly in 1D dis-

ordered quantum systems

This chapter presents a study that investigates the relations between electronic
eigenstates and conductance in one-dimensional disordered systems®. This study
was carried out with the guidance of Prof. Richard Berkovits, in fruitful cooper-
ation with Prof. Valentin Freilikher and Prof. Moshe Kaveh, both from Bar-Ilan
University, as well as with Dr. Yuri. P. Bliokh from the Technion - Israel’s Insti-

tute of Technology.

We show that, in contrast with homogeneous (i.e. non-disordered) systems, in
systems with open boundary conditions and weak or moderate disorder, only a
part of the states exhibits resonant transmission and contributes to conductivity.
The rest of the eigenvalues are not associated with peaks in the transmission,
and the amplitudes of their wave functions do not exhibit a significant maxima
within the sample. In a wide range of disorder strengths, the average ratio of the
number of transmission peaks to the total number of eigenstates is close to the

value 1/2/5. We derive this universal number analytically in the weak-scattering

!This study was recently published in Physical Review B as an identically entitled paper [26].
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approximation. Moreover, unlike ordinary states, the lifetime of these ‘hidden’
modes remains constant or even decreases as disorder becomes more pronounced,
depending on coupling with the leads.

These results are a perfect analogy of the spectral and transport properties
of light in one-dimensional, randomly inhomogeneous media [27], which provides
strong grounds to believe that the existence of hidden, non-conducting modes is
a general phenomenon inherent to 1D open random systems, and their fraction of

the total number of states is the same for quantum particles and classical waves.

4.1 Open systems and quasinormal modes

Electromagnetic transmission through optical cavities (etalons) is a well known
phenomenon, demonstrating peaks in transmission at frequencies that are exactly
a multiplication of the optical path. The standing waves in the cavity are directly
related to the eigen-modes of the system. However, these two statements are only
true for isolated systems with perfect reflection at the cavity’s ends (or very close
to unity). If the mirrors are only partially reflective, the modes are not well-defined
and the transmission resonances change.

In a recent paper by Bliokh et al. [27], an interesting finding regarding trans-
mission through disordered optical cavities was presented. It was analytically,
numerically and experimentally shown that in weakly disordered one-dimensional
dielectric media, a substantial fraction of optical quasinormal modes (QNMs) is
hidden, that is, it could not be detected by transmission measurements (see Fig.
4.1).

In the following sections, we show that such behavior should also be expected
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Figure 4.1: Upper panel: Experimental result of the optical transmittance (i.e.
the power transmission) of microwaves through a disordered quasi-1D copper waveg-
uide tube (7.3cm diameter, 40cm length), filled with alumina spheres (refraction
index=3.14) at random positions, for frequencies with a range of 10 to 10.24GHz
(wavelengths from 2.998cm to 2.928cm). Lower panel: Fit of the experimental
data to the sum of Lorentzian broadened modes shows 39 modes in the frequency
range, while only 22 maxima are presented in the transmission. All other 17 modes
are hidden (Bliokh et al., 2015 [27]).

in the transmission of other physical systems, particularly electron transport in

disordered conductors.

Connecting an optical system to the outer environment and allowing a flow
of energy and particles through it, usually causes the system to become non-
Hermitian, hence, the eigen-modes do not represent any well-defined physical
quantity. However, it was suggested to analyze open optical systems using the
approximated method of quasinormal modes (QNMs) [28-32], described below.
Similarly, states of an open electronic system can also be interpreted in terms of

quasinormal states (QNSs) [28, 33].

Quasinormal state analysis is a powerful tool for investigating different open

systems. Since energy can escape, open systems do not conserve energy, therefore,
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the associated mathematical operators are not Hermitian [28]. From a mathemat-
ical point of view, QNSs are a generalization of the notion of eigenstates of closed
(Hermitian) systems, and can be found as a solution for satisfying outgoing-wave
boundary conditions. In the limit of zero leakage, these QQNSs reduce to the nor-
mal states of the corresponding closed system. QNSs form a complete set, and are
orthogonal under a modified definition of the inner product, providing an eigen-
function expansion of Green’s function and the time-evolution operator [29,30].
The imaginary parts of eigenvalues of a non-Hermitian Hamiltonian depict the
lifetimes of QNMs [31,32], which are finite due to the flow of electrons between

leads.

4.2 Motivation - conductance resonances

Recasting the classical problem considered in Bliokh et al.’s paper [27] for electronic
systems is of interest, since one can ask additional questions regarding QNSs, which
are difficult or non-relevant in optics.

Specifically, one can delve deeper into the hidden modes’ (HM) response to
non-equilibrium conditions, such as large applied source-drain voltage and biased
temperature, or examine other effects, e.g. electron-electron or electron-phonon
interactions, etc. Moreover, many experimental procedures use conductance to
probe and count the electronic states of mesoscopic and microscopic systems, such
as narrow channels of semiconductors [34-38],carbon nanotubes [39, 40|, and quan-
tum point ontacts [41]. As we show here, adding even a small degree of disorder will
result in the disappearance of modes. Hence, a better understanding of this non-

trivial relation between eigen-modes of isolated systems and transmission peaks in
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open systems is essential.

Although there is common belief that after more than fifty years of intensive
study, the transport properties of 1D disordered systems are clearly understood -
surprisingly, the existence of hidden modes in such systems has been completely
overlooked. This is perhaps due to the attention being mostly focused on the
localization in strong disorders, while the limit of weak impurities (ballistic regime)

was deemed trivial.

4.3 Observation overview

Here, we study the electronic spectra of one-dimensional disordered systems in the
non-equilibrium Green’s function (NEGF) formulation, presented in Sections 2.4~
2.8, which enables us to address the problems unique to electronic transmission.

We investigate the evolution of the transmission (Eq. 2.37), the conductance
(Eq. 2.45) and density of states (Eq. 2.48) of quantum-mechanical particles in a
random 1D potential (tight-binding wire), for a wide range of disorder strengths,
from ballistic to strong localization regimes.

In partially open homogeneous structures, like clean quantum wires, open res-
onators and so forth, each QNS has a corresponding transmission resonance (TR)
(peak in the frequency spectrum of the transmission coefficient) with resonant en-
ergy equal to the real part of the eigenvalue [42]. This is not necessarily the case in
open disordered samples. In the presence of disorder, the position and height of the
TR fluctuate, a phenomenon associated with mesoscopic conductance fluctuations
[43, 44].

Furthermore, the calculations show that one-to-one correspondence between
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a number of QNSs and TRs can be broken as well. Due to complex interference
between multiple scattered random fields in weakly disordered systems, some QQNSs

become invisible in transmission (hidden), and the number of transmission peaks

falls to 1/2/5 - Nonwm (where Ngnas is the total number of QNSs).

In the following sections, we show that the coexistence of two types of QNSs
(ordinary and hidden) is a rather general phenomenon intrinsic to randomly inho-
mogeneous one-dimensional quantum-mechanical systems as well. Not only do the
hidden electron states exist and manifest analogues properties as the correspond-
ing solutions of Maxwell equations, the relative number of hidden states for weak
and moderate disorders is also the same. Its mean value in a given energy inter-
val remains close to the constant 1 — \/2/_5 over wide range of disorder strengths
and lengths of the system. The value 1 — \/2/_5 follows from general statistical

properties of random trigonometric polynomials.

In contrast to the well-known behavior of localized states, the lifetime of a
hidden state does not increase with increasing fluctuations of the potential, but
rather remains unchanged or even decreases, depending on the strength of the
coupling to the leads. The eigenvectors (solutions of the Schrédinger equation
satisfying the outgoing boundary conditions) of such modes are also very unusual.
The spatial profiles of their amplitudes are neither concentrated near both edges
of the system with a minimum in the center as in symmetric clean systems, nor are
they localized as in a potential with strong fluctuations. On the contrary, the wave
functions of the hidden states nestle near one of the wire edges and exponentially

decrease toward the other.

An important feature of HMs that is particular to electronic systems is that
though they appear in the DOS in the same way the ordinary modes do, they are

non-conducting, i.e. they do not contribute to conductance, even in the ballistic
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regime. The quantum mechanical treatment of these hidden QNSs by the NEGF
method enables a simple analysis of their spatial behavior. We show that the
TR anomaly is directly related to hybridization with the leads, and therefore, it
becomes more subtle at higher disorders and vanishes when the localization length
is shorter than the system length.

To complete the chapter, in the last section, we repeat the derivation of the
ratio \/2/_5 based on the single scattering approximation in 1D, and on the nature

of trigonometric polynomial functions.

4.4 Results and discussion

Transmission resonances

In an isolated wire composed of L sites with random potentials, the eigenstates
vary with the on-site disorder strength, yet each state has a real energy eigen-value,
and the DOS, N(FE), is in following with Eq.(2.46).

However, once the wire is coupled to the leads, the eigenvalues become complex,
but the DOS can nevertheless still be defined (see Eq. 2.48). In this case, N(E)
shows peaks at energies close to the eigenvalues of the isolated system F;, with
a broadening that becomes wider as tg/p approaches 1. The total number of
quasinormal states is given by the integration Ngys = ffooo N(E")dE'. Obviously,
the conservation of degrees of freedom oblige Ngng = L.

The transmission function 7Tgp in an open and disordered system, similar to
the DOS, shows sharp resonances located close to the eigen-energies of the wire
E;, with exponentially lower valleys between them. Naturally, the mean value

of the transmission is attenuated as the disorder increases and can be scaled by
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Tsp ~ exp(—L/§), as was shown in Fig. 2.4. However, in contrast to the DOS,
the transmission significantly changes in an open wire, as some of the peaks that

existed in the clean wire disappear.
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Figure 4.2: The number of the transmission maxima Nrr (magenta squares) and
the number of quasi normal modes, Ngys, calculated by integration with the density
of states (cyan triangles) for a disordered 1D wire as a function of the length L.
The cases of low disorder £ ~ 10000 (left); medium disorder £ ~ 100 (middle);
and strong disorder £ ~ 25 (right) - are presented. In the low disorder case, the
number of transmission peaks fits Nyp = \/%L (lower black dashed lines), while
the integrated density of states is in following with L (upper black dashed lines).
In higher disorders, more transmission resonances are seen (i.e. Npr > +/2/5L)
due to localization. The missing data of Ngys at higher disorder levels is due to
numerical inaccuracies in the integration with the exponentially high and narrow
peaks of NV (E).

In Fig. 4.2, we present the results for the number of quasi-normal states,
Nons, and for the number of transmission resonances (maxima in Tsp (£)), Nrg,
as functions of the wire size L for different strengths of disorder (hereinafter, all
lengths are presented in units of the lattice constant a, which is set to unity).

As can be seen, the dependence of Nrr on L is quite different from that of
Nons. For a weak disorder (¢ ~ 10* > L) , Nrg is smaller than Ngys and
equals \/2/_5L. The rest of the QNSs are hidden, exactly as they are in optical
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systems considered in Ref. [27]. As the disorder becomes stronger, the hidden
(with no associated transmission resonances) modes gradually reappear as peaks
in the transmission function. This can be seen in the increase of the slope of Nrg

versus L with increasing W. In a stronger disorder, this ratio is closer to one.

Hidden modes’ behavior in space

To understand the nature of the hidden states, let us juxtapose the transmission
peaks with the eigen-vectors of the disconnected wire. In the upper panel in Fig.
4.3 we plot N'(E) and Tsp (F) for a typical realization of disorder in a L = 500 wire
with W = 1, £ ~ 10%. The corresponding modulus-squared eigen-vectors for the
isolated system |¢;(1)|? are plotted in the middle panel. It is easy to see that each
transmission peak (and the associated peak in DOS) corresponds to an eigenstate
of the isolated wire, and the peaks in N(E) and Tgp(FE) are close to the real
eigenvalue ¢; (indicated by vertical dashed lines). However, the hidden state #216
does not show a peak in the transmission, and the DOS exhibits only a very broad
maxima in this eigenvalue. The distinction between hidden and ordinary states
also shows up in the local density of states, which for an i, eigenstate we define
as p;(r f Z+AA //44 E)dE ,where ¢; is the level’s-eigen energy and A is the
level spacing. Indeed, while for the ordinary states the local DOS of the connected
wire is similar to the density of the disconnected wire i.e., p;(r) ~ |¢;(r)[?, for the
hidden mode (state 216), there is a huge difference between pa16(r) and |t916(r)|?
(see lower frame of Fig. 4.3).

In Fig. 4.4, the LDOS map of the same system in the relevant energy range is
presented. The hidden mode originally located at £ = 1.58 (#216) is broadened

much beyond the mean level spacing. The spatial distributions of the two types of

states are also quite different. Namely, the hidden ones are always nestled against
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Figure 4.3: Upper frame: Typical density of states N (E) (top red line) and
transmission Tsp (F) (bottom blue line) spectra of a particular realization of dis-
order (L = 500, W =1, tg)p = 1). The positions of the isolated Hamiltonian
eigenvalues ¢; are indicated by the vertical dashed lines. Middle frame: The
squared eigenvectors [¢;(r)]? of the isolated Hamiltonian as a function of the po-
sition along the wire, j. The 216" eigenstate is located close to the system edge,
therefore, its transmission resonance is washed out (see upper frame) when the wire
is coupled to the leads. Lower frame: The local density of states integrated in
the vicinity of the i-th disconnected eigenvalue €;, p;(r) = [’ i’ijAA//f p(r,E)dE. For
most states p;(r) ~ |¢;(r)|?, except for the hidden mode (the 216" eigenstate) for
which the local density close to the leads is strongly suppressed.

an edge of the sample, so that when the wire is coupled to the leads, these modes

become strongly hybridized with the states of the neighboring lead and do not

reach the opposite edge of the sample.

Moderate disorder

Numerical calculations show that in a weak disorder, where ¢ is larger than the
system size, only \/%N transmission peaks exist, exactly as they do in the case
of weakly scattered electromagnetic waves. However, for stronger disorders where
¢ < L, only a small fraction (of order 2£/L) of the states hybridize with the leads.

States that do not hybridize with the leads might have a very small transmission,
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Figure 4.4: A color map of the local density of states p(j, E') of the system de-
scribed in Fig. 4.3. The ‘ordinary’ modes (in E ~ 1.544,1.552,1.575,1.59,1.604)
show a relatively narrow energy distribution, while the hidden mode originally lo-
cated in E ~ 1.58 (marked with a yellow circle on the left) is significantly broadened
due to coupling to the left lead. A similar hidden mode’s tail can be noted at the
right end, relating to a state hidden at higher energy (long yellow circle).

but nevertheless, they do have a distinct transmission peak. Thus, we expect that
Nrr/Nons will scale with £/L. Indeed, as can be seen in Fig. 4.5, this seems to
hold for different values of L and disorder strength WW.

One can present the above argument in a more quantitative form. The overlap
of a localized state with the left lead should be proportional to exp(—bjy/&), where
Jo is the center of the localized state and b is a numerical constant of order unity,
depending on the details of the boundary condition. Averaging the region 0 <

Jo < L/2 for the left lead and L/2 < jy, < L for the right lead results in:

LJ2
/ o—bL/2¢

_ 2 “bjose _ (21—
p=2 S omen (21 a

Jo=1
(b ) (1 e ) .
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Figure 4.5: The ratio of the number of observed transmission peaks to the length of
the wire Nrgr/Ngns for various disorder strengths, W, and wire lengths L. Upper
inset: Systems with lengths L = 100 and L = 200 for various disorder values.
Lower inset: Systems with disorder strengths W = 1 and W = 5 for various
lengths. Main panel: The ratio Nzg/Ngys as a function of the scaling parameter
L/¢ for the results presented in the insets. All curves of Npg/Ngys fall on top each

other. For L/¢ < 1, Nor/Nons ~ /2/5 remains. Once L/ > 1, the ratio increases
until Npg/Ngns — 1 for large values of L/¢, i.e. for strong localization, all modes
have transmission resonances. The black dashed line represents the dependence of
Nrr/Nons on L/, according to Eq. 4.1-4.2 with b = 1/4.

Finally, the ratio of the number of transmission peaks to total number of states
is obtained by subtracting the fraction of hidden modes times the probability they

overlap with the leads -

Nrr/Nows =1 — f - (1 - 2/5) , (4.2)

which after fitting the parameter b, reasonably matches the numerical results (Fig.
4.5).

In Fig. 4.6, we demonstrate the evolution of the transmission spectrum with
an increasing strength of disorder. As W grows, the hidden modes gradually
disconnect from the boundaries of the wire and form transmission resonances,

until all of them become ordinary, Nrr/Ngns — 1, for a large W.
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Figure 4.6: Upper frame: The transmission Tsp (E) for a given realization of
disorder at different strengths W from 0.7 (top black line) to 1.3 (bottom red line),
for a L = 500 sample with ts,p = 1. The eigen-energies of the corresponding isolated
wires are marked by circles. Two modes are hidden at a low W, and become visible
only at higher disorder levels (marked by arrows). Lower frame: The modulus-
square of the isolated eigen-vectors relates the two above hidden states. As the
disorder increases, the width of the modes becomes smaller, and eventually, they
disassociate from the states of the wire.

It is also interesting to note that the height of the transmission peak is a non-
monotonous function of WW. While one may naively expect that peaks will reduce
as disorder becomes stronger, this is correct only on average, and particular peaks

may actually increase when disorder increases.

Hidden states’ life-time

The spectral broadening of the wire eigenstates (or of the imaginary parts of
the eigenvalues in Hamiltonian language) is inversely related to their lifetime. In
disordered open systems, as the localization length becomes shorter (i.e. larger
disorder), one can expect all modes’ lifetimes to increase. This is indeed the case

for regular modes, as seen in Fig. 4.7. However, the hidden states behave in an
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Figure 4.7: Density of states N'(E) of the system depicted in Fig. 4.6 at different
energy range. As disorder increases, the ordinary states become narrower and with
larger fluctuations, while the hidden mode (marked with blue arrows) widens. Fit
to Lorentzian broadening in accordance with Eq. 4.3 (blue patterned areas) results
in 72-# =0.00165, 792 = 0.00168, ~;° =0.00172, 7' =0.00201 and ~;}2 = 0.00249,
namely, a shorter lifetime at higher disorder levels (see text).

unusual way, and remain wide. One can show [23] that if the self-energy term (Eq.

2.33) varies slowly with F, the DOS broadening has a Lorentzian shape:

Vi
NE <D E By 4

%

where 7; is the imaginary part of the iy, eigenvalue, and E; is its real part, modified
by the connection to the leads. This relation allows one to evaluate the lifetime of
the iy, mode, h/4~;, by fitting N (E) to Eq. 4.3. For the system depicted in Fig.
4.7, the life time of the hidden mode in the lower disorder (W = 0.8, v; = 0.00165)
is longer than in the higher disorder (W = 1.2, ; = 0.00249).
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Figure 4.8: The ratio of the number of observed transmission peaks to the number
of QNSs, Nrr/Ngns, versus lead-system coupling strength, ts,p. Top panel: W =
0.1 for different system lengths L. Bottom panel: L = 100 for different disorder
strengths W. In both cases, as ts;p — 0, Nrr/Nons ~ 1, while in t5,p — 1
NTR/NQNSN 2/5

Coupling strength and hidden states

Since the number of observed transmission resonances depends on both disorder
and coupling to the environment, the ratio Ntr/Ngys can be tuned by varying
ts/p. As this coupling parameter decreases, hidden modes decouple from the
leads and develop peaks in the transmission spectrum. As can be seen in Fig.
4.8, in a weak disorder (W = 0.01), this transition is sharp: all hidden modes
become visible due to a very small change at the vicinity of tg/p ~ 1. As the
disorder increases (or the system becomes longer), the coupling amplitude needed
to resolve all transmission resonances becomes smaller, and the jump in the ratio
Nrr/Nons broadens. This behavior is counterintuitive, as one may presume that

the enhancement of disorder makes the sample more ‘closed’, and will thereby be
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more easily disconnected from the leads. In actual fact, the disorder anchors the
electronic states firmly to their position in the sample (the edges, in the case of

hidden modes); therefore, a lower tg/p is required in order to disconnect them.

Conductance peaks

While transmission is the natural quantity to measure for optical systems, in elec-
tronic systems, it is much more common to measure conductivity. Measuring
conductivity is different than measuring transmission, due to several aspects: Un-
like the ease of generating a single-mode laser beam, electrons are naturally widely
distributed in the energy domain due to thermal broadening. Therefore, observing
the modes by measuring conductance is possible only if the mean level spacing, A,
is larger than kg7 . Thus, the ratio of the number of observable conductance peaks,
Ny, to total number of states N.,/Nons, falls to zero as kg7 /A > 1. Moreover,
the applied source-drain voltage also affects the visibility of the modes. Even when
no interactions are considered (thus allowing Eq. 2.45 to be used), an interesting
difference between voltage and temperature emerges. As can be seen in Fig. 4.9,
since temperature is very effective in smearing conductance peaks, once kgl ~ A,
it is impossible to observe the conductance peaks (the modes). However, for the
source drain voltage, even when V/A ~ 10A, most modes are still observable in
the conductance. This stems from the fact that source drain voltage is equivalent
to a sharp cut-off in energy, thus being more sensitive to the discrete nature of the
modes. It would be very interesting to study the interplay of these effects in the

presence of electron-electron or electron-phonon interactions.
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Figure 4.9: The ratio between the number of conductance peaks to the number
of QNSs, N,,/Nons, for different values of temperatures kg7 and voltages V, in a
system with L = 500 and small disorder W = 0.1 (i.e. £ > L). N,, is calculated
by counting the maxima in the current and changing the chemical potential in
the leads p. Both quantities are scaled by A = 4t/L, the mean level spacing of the
disconnected wire. The transition from zero temperature behavior and infinitesimal
bias N.,/Nons ~ \/% to high temperature/voltage behavior N, /Ngns — 0 occurs
around kg7 /A = 1, while even for quite a large source-drain bias V/A = 10, a finite

number of modes is still observed in conductance at low temperatures.

4.5 Analytical calculation of the ratio Nz/Nons

The ratio between the number of transmission resonance and the quasi normal
states at weak disorder was shown repeatedly to equal 1/2/5. The origin of this
irrational number is not a miracle, and was elegantly calculated for electromag-

netic waves in [27]. In the following paragraphs, we repeat these calculations for

completeness.

Assuming a single scattering process and free electron wave propagation be-

tween scatterers, the transmission probability of an electron with momentum £ in
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a wire with on-site disorder can be written as:

2

, (4.4)

L

E - 6szan

n=1

T(k)y=1—|r(k)" =1~

where r,, is the random reflection amplitude at site n, and a is the lattice constant.
For convenience, we introduce the unit-less length scale so that a = 1. Transmis-
sion resonances are defined as local maxima of the transmission coefficient T (k),
so that the resonant values of the momentum, k,,, are the roots of the equation

dT(kn) _ dr®® _ () which can be presented as -

dk dk
N
> sin(2kn) - A, =0, (4.5)
n=1
where

N—n N
Ap =X " rpmn 4 XL, ri_mim.

Generally speaking, Eq. 4.5 is a trigonometric polynomial with random coeffi-
cients. The statistics of zeroes of such polynomials have been studied in [45]. Using
the results of [45], it can be shown that in a certain interval Ak, the ensemble-

averaged number of the real roots N,. of the sum in Eq. 4.5 equals -

N _ 2Dk SN = 1)
root T Zl]\ilp(]\/'_l)

(4.6)

Calculating the sums in Eq. 4.6 within the limit N > 1, one gets [46] -

2aAkN |2
Ny 7 22 \/; (4.7)

Since the total number of QNSs in the interval Ak is equal to AkLa/7, and
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Nr1r = Nyoot /2, from Eq. 4.7 it follows that -

N, 2
L (4.8)
Nons 5

In Fig. 4.2, it is clearly seen that within the limits of a weak disorder (¢ > L),

this relation is perfectly followed by the numerical quantum calculations.

4.6 Conclusions

In this chapter, we discussed the effect of disorder on the transmission and conduc-
tivity resonances. We have shown that, like in disordered optical systems, in a 1D
wire with on-site random potential a ballistic regime exists, in which a significant
amount of eigen-states does not show clear peaks in transmission measurements.
These ‘hidden” modes have extremely broad spectral distributions which, contrary
to ordinary Anderson modes, become even broader (i.e. have shorter life-times)
as the disorder increases. The primary cause of this phenomenon is hybridization
with the states of the attached open leads, which falls off as the localization length
¢ becomes shorter than the system length L, or as the coupling to the leads is
reduced. In a weak disorder, the average ratio of the number of hidden modes to
the total number of electron states in a given energy interval deviates only slightly
from the constant, 1 — \/%, as the fluctuations of the potential or length of
the wire are increased. This constant coincides with the value analytically calcu-
lated in the single-scattering approximation. The existence of the hidden modes
may substantially affect transport measurements in quantum dots, nanotubes, and

topological insulators, in both weak and moderate disorders.
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Chapter 5

Temperature-dependent conductance in the

absence of phonons

In continuation with the transmission and conductance calculation presented in
the previous chapter, in the following chapter, we focus on the relation of over-
all conductance with temperature. Based on the NEGF method, the numerical
calculations show that conductance is significantly increased with the rise of tem-
perature, despite the fact that electron-phonon interactions were not taken into

account.

As we show below, this effect, which occurs only in a temperature range where
the mean level spacing between electronic states is comparable to thermal energy,
originates from the unique statistical behavior of transmission function resonances.
Due to the broadening of Fermi distribution with 7', at higher temperatures, the
probability that a highly transmitting resonance will participate in the conduc-
tance increases. On average, this effect generates an increase of several orders of

magnitude in conductance with temperature, over a wide range of temperatures.

We discuss this novel result and suggest that this effect may have a significant
role at low enough temperatures, where effectively phonons do not contribute to

hopping, or alternatively, in systems with a weak electron-phonon coupling. In
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these cases, where Mott’s VRH theory predicts zero conductivity and no temper-

ature dependence, the inherent effect we present here is still relevant.

5.1 Conductance calculation in the presence of
temperature

As a general rule, the relation between conductance and temperature in highly dis-
ordered systems is usually discussed in the framework of the variable range hopping
(VRH) picture, where phonons play a major role driving the electrons between lo-
calized states [10]. As was discussed in Section 1.2, according to the VRH picture,
the probability of an electron hopping between localized states is proportional to
the chance of absorbing or emitting a phonon with energy associated with the
energy difference between the sites. The conductance temperature dependence in
the VRH process has a softer than activated exponential form, G exp[—(%)%ﬂ]
(Eq. 1.12). This prediction and its implications in various systems was demon-
strated in many experiments, with different disorders, dimensions and materials
[15,47,48], and it is commonly used as an indication for a hopping system, where
Ty provides information on the exact disorder level of the samples.

However, many of the experimental evidences of the VRH relation show de-
viations in the lower temperature range, which might originate from many other
physical processes. Furthermore, the VRH model is based on several main as-
sumptions, among them neglecting boundary conditions and the broadening effect
of the leads, incoherence between adjacent localized states, and hopping between
nearest neighbors only. It also assumes that all states have an exact localization

length, which is much shorter than the system length. All of these presumptions
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could alter the exact relation in Eq. 1.12 in an actual quantum system.

In the following chapter, we face similar questions from a different angle. We
numerically calculate the full transmission function Tgp of coherent (i.e. non in-
teracting) electrons in systems which are connected to leads, and change the tem-
perature in the leads. According to the Landauer-Buttiker formalism (Eq. 2.16),
the current through the system, I, is equal to the integral over all transmission
channels with a probability factor governed by the Fermi-Dirac distributions in

the leads, i.e.
1= [ TaoB)lfs (B) - fo (B) dE, (5.1)

where fg/p is the Fermi-Dirac distribution in the source/drain lead (Eq. 2.14).

In other words, the current is proportional to the probability to find an occupied
state in the source lead and an empty state in the drain lead, multiplied by the

transmission probability, as illustrated in Fig. 5.1.

5.2 Results and discussion

Conductance at T'=0

At zero temperature, and within the limit of infinitesimal bias voltage, Eq. 5.1

may be approximated by -
2¢e?
T =0.Vep = 0) = | = Top(B)[VI(E ~ )] dF, (52)

where ¢ is Dirac’s delta function, and p is the chemical potential.

The result of Eq. 5.2 is a linear relation of the conductance and transmission
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Figure 5.1: Demonstration of the Landauer-Buttiker calculation of conductance
in finite temperatures. Top panel: Characteristic transmission function of disor-
dered one-dimensional system. Middle panel: Fermi distributions of the leads for
chemical potential 4 = 0 and biased voltage Vsp = 2kp7T. Bottom panel: The
contribution of an electron with energy E to the current. The total conductance is
proportional to the integral over the black curve (Eq. 5.1).

function -

1 2e?
G(T =0,Vep = 0) = — = =

o= e (5.3)

However, when applying higher voltages, this approximation is not valid and

one should have a closer look at the relation in Eq. 5.1.

Disordered conductance distribution

In a case where the disorder level is high enough and the localization length of
the wire, &, is shorter than the total length L, the system is ‘localized’ and the

transmission presents sharp resonance peaks randomly distributed in the spectrum,
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Figure 5.2: Transmission probability as a function of incident electron energy
through a 1D wire in a length of L = 100, for the same array of on-site disordered
energies, but with different amplitudes: W = 0.1 (gray, top), W =1 (blue), W = 2
(green), W = 3 (orange), and W =4 (red, bottom).

while between the peaks, the transmission value decays exponentially.

This random nature of conductance leads us to describe it from a statistical
point of view. In the localized regime, the incident electrons are scattered many
times before being transmitted through the wire; hence, the full distribution of the
transmission function may be approximated by a production of the independent

probability of being scattered by a single scatterer many times.

According to the central limit theorem the result is a log-normal distribution -

1 1 InTsp — k)
P(TSD;K,U)ZE'W-exp (—%), (5.4)

2 . . . . .
where e and e are the mean and variance of the single scatterer distribution,

respectively. The mean value of the transmission is related to x and o by -

(Tsp) = eto°/2), (5.5)
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An explicit calculation of several transmission distributions for a different
strengths of disorder of the 1D wire are presented in Fig. 5.3, showing that the
log-normal distribution is extremely skewed.

Since the log-normal distribution is highly skewed, its mean value is substan-
tially different from the median value, which is the maxima in the In(75p) PDF

K

plots, and equals e™". This difference may be understood better from Fig. 5.2:
While it is much more probable to find a transmission value in Tgp(FE) with a
low value, there are resonances with exponentially higher transmission. There-
fore, averaging over energies (or equivalently, according to the ergodic assumption,
avaraging over different realizations of disorder) will result in average values that
are much closer to the maximal values at the peaks.

This effect, originating from the skewed behavior of the log-normal distribution,

plays a major role in the calculation of the current in Eq. 5.1 when the temperature

mcreases.

Conductance at 7" > 0

At finite temperature, the Fermi distribution is no longer a step function, and the
linear relation between transmission and conductance (Eq. 5.3) is broken.

In the case of a low disorder strength (¢ > L), the transmission is close to
unity, and conductance is on average constant with temperature. However, as the
disorder increases, the distribution of 7gp generates large mesoscopic fluctuations
with changing T', generated by the broadening of fs/p, which opens current paths
to farther areas of the spectrum.

We demonstrate this behavior in more detail in Figure 5.4. In the first panel
(a) we present G(T) plots of several wires with low disorder, i.e £ > L (blue solid

lines), and their average value (red dotted line). Remembering the resonant nature
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and various strength of disorder in the localized regime (¢ < L), demonstrating the
log-normal nature of the transmission distribution. Panel e: Distribution of the

above transmission function’s logarithm. Black dashed lines fit with Gaussian.
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Figure 5.4: Conductance as a function of temperature of 11 wires with L = 500 and
w=0-for a: £~ 10000 (W =0.1), and b: £ =~ 25 (W = 2). While in low disorder
the mean value (red dashed lines) is a good representative of the conductance, as £
becomes larger than L the wide distribution of g deviates the mean value from the
typical average value to be much closer to the occasional maximal curve.
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Figure 5.5: Linear average of conductance as a function of temperature for a wire
with L = 100 and £ = 10, with different sampling sizes n for n = 10, 50, 100, 500 and
1000. Due to the wide distribution of 7Tgp, the averaged result does not converge
for any reasonable n.

of the transmission function, we deduce that in some of the wires, the chemical
potential p is situated in a gap between transmission peaks, and therefore at 7' — 0
the conductance is small. As the temperature increases, the Fermi distribution is
spread over a wider region, and at some point, a transmission peak is included and
conductance is increased. In other cases, u is originally located close to a resonance,
and increasing 1" results in a decrease of G. In the case of high disorder, where
¢ < L (panel b), the probability of having a resonance peak originated exactly at

1 is practically zero, and all curves are positive.

Moreover, due to the broad form of the log-normal distribution of Tgp, the
variations in G with T" are also exponentially larger. This variance does not allow
using the simple average of the distribution (red dashed lines), which results in a
meaningless curve and reflects only the coincidental highest value of the transmis-
sion. A few similar attempts to calculate mean conductance are presented in Fig.
5.5, with different sampling sizes n (number of averaged systems), showing that

the result does not converge even at n = 1000.
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Averaging conductance

The wide and skewed distribution of Tsp in the localized regime and the failure to
calculate a meaningful average of the conductance, obliges the use of a different
method to define its temperature dependence. The logarithmic nature of the
lognormal distribution and the exponential behavior of conductance fluctuations,
leads us to claim that the natural parameter that properly reflects the temperature

dependence is the median m, of the conductance.

From an experimental point of view, there is no way to evaluate the true mean
value of the conductance of a 1D sample, as we demonstrate in Figures 5.4 and
5.5. Even measuring a large number of different systems does not reflect the
distribution of conductance, as it is governed by the occasional highest peaks in
the conductance, which, as we have seen, are exponentially higher than the average

conductance.

Moreover, as was described earlier, the lognormal distribution in Eq. 5.4 is a
result of multiplying the probability of being scattered by a single scatterer many
times. Therefore, the characteristic conductance is the product of its random

variables -

(HyzlGi)l/na (5.6)

or equivalently, the exponential of the summation over its logarithm -
1 n
exp | Z log(g) | - (5.7)
i=1

According to the central limit theorem, at n > 1, these values will converge to
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the mean value -

n

1 O 1
exp (5 Zlog(g)) — exp (E
i=1 '

1=

/1) = exp (k) , (5.8)

which is exactly equal to the median of Eq. 5.4.

The median values of conductance for the exact set of systems presented in Fig-
ures 5.4b and 5.5 are presented in Figures 5.6 and 5.7, respectively, demonstrating
that the median is a true indication of conductance despite its large fluctuations,

showing a clear convergence even with a low sampling size n.

Figure 5.6: Conductance as a function of temperature in 11 wires with L = 500
and p = 0, similar to Fig. 5.4b. The median value (orange dashed line) calculated
in Eq. 5.8 is a good representative of the conductance curves.

Temperature dependence

The resulting relation of conductance with temperature, as depicted in Fig. 5.8 for
several strengths of disorder, shows a significant increase of conductance at higher
T within a wide region of temperatures. As was aforementioned, the temperature
range is bounded from above by the 4¢ width of the tight-binding band (Eq. 2.32),

and from below by the mean level spacing in the finite wire, which is proportional
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Figure 5.7: Logarithmic average of conductance as a function of temperature for
the exact set of wires in Fig. 5.5. This averaging method is an indication of the
median m,, which is a better inherent parameter of the disordered system.

to 1/L.

The origin of this positive relation of conductance with temperature is basically
statistical. As the temperature increases, Fermi distributions are widened and
more channels participate in the transmission. In ballistic systems, where Tgp —
1, the conductance does not change with T, since the area between fs and fp
(middle panel of Fig. 5.1) remains constant. This area can be easily shown to
be equal to the applied bias voltage, Vsp. However, a log-normal distribution
of the transmission values in localized 1D systems means that most transmission
channels are effectively zero, yet once in a while the system finds an exponentially
higher resonance peak in Tsp(E). This phenomenon leads to an effective increase
of the total conductance G = I/Vsp with temperature, as the Fermi distribution
is widened and the probability of finding such a channel is larger at a higher T
This effect, in addition to the highly skewed log-normal behavior of these peaks,

overcomes the linear decay from the smearing of (fs — fp).

Although the overall conductance is lower at higher disorder strength, the res-

onant nature of Tsp(F) leads to a stronger effect of many orders of magnitude at
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Figure 5.8: The median of conductance as a function of temperature in a wire of
length L = 500 for different localization lengths. The conductance shows a clear
positive temperature dependence in the accessible range (see text).

higher disorders, and for a wider range in 7. The relevant temperature scale is
within the range of the mean level spacing. In mesoscopical systems, this range is
around the available measurement range (from a few tenths up to a few hundreds
Kelvin). In macroscopical systems, however, this effect will be much smaller, as
conductance is already relatively saturated. On the other hand, in small micro-
scopical systems, mean level spacing is within the range of much higher energies.
Therefore, the probability that the Fermi distribution will occasionally include a

higher TR due to an increase in temperature is very low.
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5.3 Conclusions

In contrast to common statement that the increase of conductance with 7" in disor-
dered metals is attributed to the VRH theory and to the contribution of phonons
to the transport process - in the above model we have demonstrated a different
reason for such temperature dependence. We have shown that at sufficiently low
temperatures, where electronic mobility is governed mainly by coherent trans-
mission, a large region exists, in which conductance is increased with 7" even in
the absence of phonons. The origin of this temperature dependence is mainly the
unique statistics of the transmission function in highly disordered systems, the log-
normal distribution, which originates from the fact that the electrons are scattered
many times during the transport process.

In most macroscopic cases, the magnitude of this temperature dependence is
not comparable to hopping conductivity, since it requires direct tunneling through-
out the entire sample. Nevertheless, it may be significant in a temperature range
in which the VRH is less effective, such as T" < Tj, in systems with low cou-
pling between electron and phonons, or in nanoscopical systems. Moreover, many
conductance-versus-temperature experiments in disordered materials show clear
VRH behavior but only in a limited region. Few models have been suggested
to explain these deviations, such as more than a single energy scale in the sys-
tem, many-body transport, and different dimentionalities at different tempera-
tures. However, the inherent relation presented in the above study could shed
some light on the origin of many of the experimental deviations from the VRH

model.
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Part 111

Temperature Dependent
Conductance Dynamics in
Electron Glasses:

An Experimental Study
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In this part, I present novel experimental results of conductance in discon-
tinuous two-dimensional metallic layers fabricated at low temperatures. In these
samples, electronic conductance shows a slow relaxation after an excitation, as well
as memory of the previous electronic condition. These effects are attributed to the
electron glass phenomenon (EG), where electrons in the disordered metal strongly
interact with the lattice and with other electrons, and therefore show glass-like

dynamics.

In contrast to previous studied systems, EG conductance dynamics in our sam-
ples show a strong slowdown with decreasing temperature 7. Furthermore, this
slowdown was found as dependent not only on 7', but also on T}, the maximal
temperature the sample was exposed to. In addition, at a finite temperature be-
low Tihax, this slowdown stops, and the dynamics become independent of T', an
effect that is attributed to a crossover from thermally activated glass to quantum
glass. These three observations are explained in the framework of the configura-
tion space, indicating that this behavior is more general and may also be present

in other types of glass, if prepared below glass temperature.

The first part of the results, namely: the slowdown of dynamics with 7" and
the relation to Thax, was recently published in PRL [49]. The latter part, the
crossover to quantum glass at low temperatures, is currently in preparation and

will be submitted shortly.

This study was performed under the supervision of Prof. Aviad Frydman,
following preliminary work by Dr. Tal Havdala (Bar-Ilan University) [50], and in
collaboration with Thierry Grenet and Julien Delahaye (Insitut NEEL, Grenoble)
for the experimental aspects of the work, and with Ariel Amir (Harvard University)

for the theoretical aspects.
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In the following introductory Chapter 6, I provide an introduction to the glass
state of matter and to EG in particular, including a brief overview of experimen-
tal observations in previous studies, and a theoretical explanation employing the
concept of configuration space.

In Chapter 7, an overview of the experimental setup is presented. I discuss
the methods we utilize to fabricate and measure the metallic films, and present
characteristic results of the glassy behavior of our samples.

In the last two chapters (8 and 9), I present and discuss the novel results of

the glassy dynamics of conductance, and the associated theory.
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Chapter 6

Introduction: Electron Glass Phenomenon

6.1 Glass state of matter

Common soda-lime glass, which we use for windows, mirrors and bottles, appears
to be a solid substance at room temperature. However, in reality, this material
can be described as a completely different phase of matter, since it is different in
many aspects from both the solid and liquid phases.

The phase transition between solid and liquid is defined by the non-continuity
of the order parameter (usually the density or the volume) as a function of temper-
ature. As a result, the entropy is sharply changed at the melting temperature T},
and the heat capacity diverges. In glasses, on the other hand, this phase transition
does not exist. Cooling a SiOs-based glass ("window glass’) from a high 7" makes it
become more and more viscous, until below a certain temperature, named ”glass
temperature” (T¢), the changes in time due to external force cannot be observed

2

in any reasonable time scale!” ? and the matter seems to be a solid. This lack

!Several different definitions of T are in use in the different glass systems, most are an
arbitrary choice of temperature at which the changes cannot be observed in any reasonable
timescale. In other systems, T is defined as a point where the order parameter exhibits a
relative saturation. In this dissertation, we adopted a more theoretically-oriented definition for
EG glass temperature (see section 6.2 below).

2 An example of this behavior is the pitch drop experiment [51], where a piece of pitch (asphalt)
was inserted into a funnel, extruding a single drop circa every 10 years! operating since 1927,
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of a well-defined phase transition implies that window glasses never form a solid
structure, and in fact, can be interpreted as liquids with extremely high viscosities.

The origin of this unique behavior is attributed to the disordered nature of the
glass phase, which generates strong internal frustrated interactions between the
atoms. When a glass is cooled too fast, the atoms remain disordered, and frustrated
inter-atomic interactions are preserved even at low temperatures. Accordingly, it
has been shown [52,53] that many other substances can exhibit glassy behavior
if cooled fast enough, while, on the other hand, the glass temperature of glasses

decreases at very low cooling rates (Fig. 6.1).

Energy

I

I

I

|

:
Tga Tgb Tm
Temperature —,

Figure 6.1: Internal energy of a glassy system as a function of temperature, for dif-
ferent cooling rates. At infinite slow rates, the system experiences a phase transition
to a solid phase at T,,. At faster cooling ratess the liquid shows a smooth transition
through a variable glass temperature (demonstrated by T, and T,,.(Debenedetti
et al., 2001 [52]).

Similar to window glass and other structural glasses, these two conditions,
namely, strong frustraetd interactions and disorder, are common in other physical
systems that present glass-like behavior. In this category, one could consider sys-

tems of interacting spins (spin-glass) [54, 55], bonded polymeric chains [56], flux

it is currently waiting for the 10** drop, and is considered the longest running experiment in
history.
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relaxation in superconductors [57], dipole moments (dipole glass”) [58], porous
silicon [59], and even crumpled nylon or paper foils [60].
To demonstrate this frustration behavior, one may consider a system that con-

sists of four spins with ferromagnetic and antiferromagnetic interactions, as illus-

trated in Fig. 6.2.

ilz
=
=1
Jy= 3 3 = Jos
i1
e

Jas

Figure 6.2: A system of 4 spins with ferro/antiferromagnetic interactions between
them, where blue arrows represent the spins, and black arrows represent the inter-
action between them. Following the Ising Hamiltonian between nearest neighbors-
H = *Zij Ji;9:S;, with a gray '+’ sign that represents J;; > 0 and '’ J;; < 0,
one can easily see that the interaction between 3 and 4 is frustrated, and that there
is no true equilibrium in this simple system.

Due to the disorder in the interaction term J;;, two main results occur: A.
There is no true equilibrium in the system, as at least one interaction is not
satisfied. B. Switching only one spin at a time, the system has to pass through
more frustrated configurations in order to switch between low energy (i.e. less

frustrated) configurations.

Even in cases where there is no inherent frustration in the system (such as in
structural glass), when cooling it rapidly below the melting point, some restrictions

evolve in the internal structure, and the dynamics become glassy.

7



6.2 Configuration space

The demonstration of frustrated spins in Fig. 6.6 leads one to think of a simple way
to describe the dynamics of disordered glassy systems via the configuration space
(often referred to as the 'phase space’). In this representation, each configuration of
microscopical elements in the system is a point in a multidimensional space, while
changes in the locations/orientation of the microscopical elements (spin reversion,
atom movement, etc.) are a vector in this space. The internal energy E of this
particular configuration is plotted in an additional dimension, and the resulting

surface is the potential landscape of the system.

Since each dimension is attributed to the movement of a single element, the
configuration space number of dimensions is equal to the degrees of freedom in
the system. Nevertheless, despite its huge dimensionality, the configuration space
can provide useful insights into the dynamics of glass by examining it in a smaller
dimension case. In Fig. 6.3, a characteristic potential landscape in a disordered
system is plotted. The landscape consists of many local minima, with energy

barriers between them.

Above the glass-transition temperature, T¢;, which we define here as the energy
of the highest barrier in the system [61], the system is free to ‘move’ to any
configuration by statistical processes (Fig. 6.4). Cooling the system rapidly traps
the system in one of these meta-stable states (marked with a black circle), meaning
it is not a true equilibrium, and a lower energy configuration may be found if the

system is cooled slower.

In the presence of finite temperature, the system has a chance to gain enough

energy from phonons, overcome the barrier and eventually find a lower energetic
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Figure 6.3: Illustration of the typical energy configuration space of a disordered
system. After rapid cooling from a high temperature, the system configuration
(marked with a black circle) is trapped in a metastable state.

configuration. This process is the essence of glassy dynamics?.

a b

¢ ¢

Figure 6.4: Illustration of glassy dynamics in the configuration space. At temper-
atures above the glass temperature T, the system is determined as liquid, i.e. free
to move to any configuration (a). Below T, the dynamics are ruled by thermal
activation over energy barriers to a lower-in-energy meta-stable state (b).

The rate of such a thermal activation process, A, is exponential with 7", follow-

ing an Arrhenius law -
U
VE €Xp < kBT> ) (6 )

where v is the minimal rate of a single process in the system, U is the height of the

energy barrier, and kp is the Boltzmann constant. In a highly disordered system,

3The assumption that the only process is thermal activation is entirely true only in a group
of systems known as ‘strong’ glasses [52]. Many other glasses are ruled by additional processes
(such as diffusion), and are termed ‘fragile’. Since our system, the electron glass, presents ‘strong’
glass behavior, we will not elaborate on other types of glasses.
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the distribution of potential barriers is wide, hence, some processes might take an
extremely long time. Therefore, as is commonly seen in glasses, the relaxation

process continues even after decades [51] and millennia [62].

6.3 Logarithmic relaxation

The relaxation process of glass toward a better quasi-equilibrium occurs simulta-
neously by all degrees of freedom in the system (or equivalently, in all directions in
the multi-dimensional configuration space); hence, the overall measured relaxation

is a sum of many activation processes with all possible rates -
AFtot = (SFO . Z eiAt, (62)
A

where ¢ is the time after an excitation, dF{ is the average contribution of each
relaxation process to the change in the value of interest, and AF}, is the total

relaxation.

Assuming thermal activation as the relevant process driving the relaxations
(Eq. 6.1), as well as an approximately uniform density of energy barriers D in
a bounded spectrum interval between Ui, and Uy, the distribution of rates is
given by [6]:

au D-T

P()\):Dﬁ:ml/)\fo/)\ (63)

Considering macroscopical systems and taking Eq. 6.2 to the continuum limit,

the sum is approximated by a weight integral -
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N A

min

with vg as the Euler-Mascheroni constant, and A,;, and A,.. as the lower and

upper cutoffs of the relaxation rate distribution, respectively [63].

This logarithmic relation is therefore a characteristic behavior of glassy systems
with a uniform distribution of barriers. An example of this behavior may be found
in the crumpled foils experiment presented in Fig. 6.5. In this experiment, a heavy
weight is placed on top of a pile of crumpled Mylar sheets, tissue foils or cotton
balls at t = 0, and the height of the pile is measured over time. As can be seen, the
relaxation process is perfectly logarithmic in the nylon and tissue cases, over seven
orders of magnitude in time (!). In the cotton balls case, however, the process is
faster than logarithmic, which implies a larger distribution of slow processes over

fast ones, leading to a different function for P(\).
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Figure 6.5: The height of a pile of Mylar sheets (main panel), tissue paper (upper
right inset), and cotton balls (lower left inset) - after placing a 200 gram weight
on top. The resulting height in all three cases shows slow relaxation even after
2 - 10% seconds (about a month). The two first experiments obey the logarithmic
dependence of Eq. 6.4 (Matan et al., 2002 [60]).
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6.4 Memory effect

Although slow relaxation is common to all glassy systems, other physical processes
that show such long relaxations periods in time yet are not related to glass dy-
namics exist, such as nuclear decay, chemical reactions, etc. Therefore, a better
fingerprint of glassy systems is the memory effect. In spite of other relaxing sys-
tems, in which a change in the physical conditions results in an independent, new
relaxation process, in glassy systems, the previous conditions are still imprinted on
the internal configurations of the system. Namely, even though the external param-
eters are very different, and the overall magnetization/conductance/pressure/etc.
are very different from the original ones, there are regions in the configuration

space that still hold information on the history of the glass.

The memory effect was first demonstrated in the spin-glass system [64,65]:
A set of disordered spins is induced by a slow ac magnetic field H, while the
magnetization M is measured simultaneously. Starting above Tg, the system’s
response shows zero out-of-phase susceptibility between H and M, x”. Then, the
system is cooled below T and x” rises to a finite value - the spins become ’stuck’
in a metastable state and cannot follow the ac magnetic field. Measuring x” over
time (Fig. 6.6a) after cooling from a high 7" to below glass temperature shows
logarithmic glassy relaxation to a lower energetic (and therefore less responsive)

phase.

To observe the memory effect, one applies the following protocol: While cooling
the system, cooling is arrested at several intermediate temperatures below glass
temperature, 77,7y, < Tg, for a significant time (relative to the cooling rate),
during which the glass continues to relax. Soon afterwards, the system is heated

back through 77 and 75 to T;. Throughout most of the heating process x” follows
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its cooling curve. However, around the temperatures at which the cooling was

halted, x” presents clear lower values, as depicted in Fig. 6.6b.
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Figure 6.6: Relaxation of the out-of-phase susceptibility x”’ of CdCr; ;Ing 35S,
sample, induced by an ac magnetic field (0.30e, 0.04Hz) below glass temperature
Te = 16.7K. a: x” as a function of time after cooling from above Tg to 12K at
different rates (circles - 2.6K/min, crosses - 0.08K/min, diamonds - 0.015K/min)
showing the logarithmic glassy relaxation. b: The memory dip protocol - cooling
from 25K to 5K, allowing the system to ’age’ for 7 hours at 12K and 40 hours at
9K (open diamonds), and heating it back up (solid circles) (K. Jonason et al., 1998
64]).

This memory dip is well-explained by the configuration space picture: At each
temperature, the energy scale is different, and therefore the relevant region of the
potential landscape is also different. In other words, as long as the system was
not exposed to T' > Ty, it experiences a completely different landscape at every
T. Thus, the system is found in lower energy wells at configuration regions that
are related to 77 and T,. During re-heating of the sample, the spins are arranged

more easily at these values of T', and the resulting x” is lower.
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6.5 Electron glass

Electron glass (EG) is a relative newcomer to the family of glasses (for reviews, see
Ref. [6,7]). The electronic properties of strongly disordered interacting metallic
systems (Anderson insulators) exhibit glassy behavior, such as slow relaxation of
conductance and memory effects, like the glassy systems presented above. These
phenomena were first predicted theoretically several decades ago [66-70] and were
termed electron glass [66], as the glassy properties are attributed to conduction
electrons. Experimentally, a growing number of systems have been reported to
show such glassy behavior, including discontinuous Au [50, 71], amorphous and
poly-crystalline indium oxide films [72-77], ultrathin Pb and B films [78, 79], gran-
ular Al [80,81], thin Be films [82], NbSi [83], T1,03_, [84], GeSbTe [85], and
discontinuous films of Ag, Al, and Ni [50, 86].

Conductance dynamics

Conductance in EG systems was shown to decay logarithmically in time after an
abrupt cooldown or an electrical excitation out of equilibrium, in accordance with
Eq. 6.4:

G(t) = Go — S -log(t), (6.5)

where Gy is the conductance at t = 1 second after the excitation and S is the
slope of the logarithm. Two typical experimental observations of this conductance
relaxation are shown in Fig. 6.7.

The most common way to excite an EG system is to introduce it to gate voltage,
Vy, by field effect geometry (e.g. the MOSFET setup). A change of V, instantly
alters the underlying potential, introduces or depletes electrons, and thus pushes

the system out of equilibrium (Fig. 6.8a). This causes conductance to abruptly
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Figure 6.7: Panel a: Conductance as a function of time in an In,Os;_, sample
after an abrupt change of gate voltage, showing a perfect logarithmic slope. Dif-
ferent plots are related to different source-drain electric fields (Z. Ovadyahu, 2006
[77]). Panel b: Conductance as a function of time in a granular aluminum thin film
sample, at different temperatures from 4.5K (top) to 20K, after an abrupt change
of V, (T. Grenet et al., 2007 [81]). Inset: All curves collapse when normalized by
the initial conductance change AG,.

increase by an amount denoted as AGy, followed by a slow logarithmic relaxation

toward equilibrium (Fig. 6.8b).
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Figure 6.8: a: Illustration of the configuration space of an electron glass system
before (dark dotted blue line) and after (bright blue solid line) a gate voltage change
at ¢ = 0. The system starts flowing to its new quasi-equilibrium immediately

after the V, abrupt change. b: The associated conductance change at t = 0 and
logarithmic relaxation soon after.

This method enables good control of the glassy process, which serves as a
significant advantage over other glasses, as one can change V, at any rate, in
any direction, and even apply sudden changes to it. Furthermore, it allows the

observation of a 'memory dip’ as a function of V, at a fixed temperature [73, 76],
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as presented in Fig. 6.9. In contrast to spin-glass systems, in EG, one can scan
a whole range of gate voltages almost instantaneously, and effectively sample the
relaxation status in each case. These G(V,) scans show the memory effect at the
specific gate voltage in which the glass was allowed to equilibrate and draw a dip
shape around it. This memory dip has been suggested as the hallmark of ’intrinsic’

EG [82,87].
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Figure 6.9: Panel a: Conductance as a function of gate voltage in an In,Os3_,
sample at varied temperatures from 4.11K (bottom) to 0.765K (top), showing the
memory dip effect (Z. Ovadyahu, 2006 [77]). Panel b: Conductance as a function
of gate voltage in a granular aluminum sample at 4K, showing a memory dip with
an amplitude of approximately 1% (T. Grenet et al., 2007 [81]).

In addition, due to the ease of controlling the applied gate voltage (in compar-
ison to variations in temperature) in EG systems, it is possible to explore the very
start of glassy relaxation in Eq. 6.5 after an abrupt change of V.

The amplitude of the change in conductance with Vj is usually a few percent

of the overall conductance, and may vary with the degree of disorder, carrier

concentration and ambient temperature.

Indeed, one may claim that conductance in glassy disordered metals is not a

good macroscopical measurement, since the current flows only in a sparse perco-
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lation network and does not sense the whole sample?. Furthermore, the measured
current through the system is carried by a macroscopical amount of electrons,
which flows at a relatively high rate in the percolation paths. Hence, extremely
slow relaxation is not directly related to the current electrons, but rather, is ruled
by a secondary process.

As is the case with many other open questions, the exact mechanism of con-
ductance relaxation and the glassy processes in the percolation network are still
under debate. Here, we suggest one common hypothesis: The current does indeed
flow in a dilute percolation backbone, but it is surrounded by many localized elec-
tronic sites separated from the current path. The electrons in these sites do not
contribute to the overall current, yet influence it by long-range Coulomb interac-
tions. When the gate voltage is changed, several electrons enter or escape these
sites, effectively changing the potential landscape in the main paths®.

Another basic question regarding EG dynamics is why does conductance in-
crease after an excitation? Based on Mott’s picture of variable range hopping
(Ch. 1.2), one can attribute the change of conductance to the higher density of
non-occupied states that are well above er. As the system relaxes, the electrons
arranged below Fermi level, and conductance electrons have less neighboring free
sites to hop to. In addition (or alternatively), the Coulomb gap that was estab-
lished around ex (Ch. 1.4) reduces the DOS of the equilibrated system. Changing
Vj results in a change in the Fermi level, which effectively erases the Coulomb gap,

thus increasing G.

4Perhaps a better quantity to measure is the electrical capacitance, which is directly related
to the internal energy of the electrons [88]. Yet, due to the high resistance and capacitance of
the disordered samples, it is not practical with the current configuration, and is therefore not
included in the scope of this work.

5For a more detailed and quantitative description of this theory see Section 9.3 and Figure
9.7 below.

87



Chapter 7

Experimental Techniques and Character-

istic Results of Conductance Dynamics

A measurement of the conductance of macroscopical samples in the range of several
kohm to several Mohms might not seem like a true challenge. However, signifi-
cant thermal noise and mesoscopic fluctuations might be an issue while measuring
highly disordered discontinuous films. In addition, in order to maintain the true
nature of the glass and not affect it with the external electric field, the applied
Vsp must be maintained within the linear response regime, hence possibly causing

the signal-to-noise ratio to be significantly low.

Furthermore, as we will show in the next chapters, our results indicate that the
maximal temperature, Ty,.y, is a critical parameter in glassy systems. We therefore
had to use a unique fabrication method, the ‘quench condensation’ technique, to
evaporate our samples on cold substrates and measure them in-situ. For this
reason, using a cryogenic probe with temperature control is not enough, and we

had to also consider ultra-high vacuum (UHV) conditions for the evaporation.
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7.1 Experimental setup and instrumentation

Field effect geometry

Au Contacts SiO2 (Insulator)

Wires

Si (Gate)

Figure 7.1: Sketch of the sample and substrate configuration. The sample is
evaporated on the doped SiO, layer between two pre-prepared Au contacts. The
bottom gate Si layer is connected from below to a voltage source, applying a high
electric field on the sample.

As mentioned above, a common excitation method of EG samples is chang-
ing a gate voltage. In our samples, gate voltage was applied using pre-prepared
conductive silicon substrates with a 100/500nm highly doped silicon-oxide (SiOx)
insulating layer on top. The sample was placed on the insulating layer, and a

voltage source was connected to the bottom part (see Fig. 7.1).

This configuration, which is similar to the metal-insulator-semiconductor-field
effect transistor (MOSFET), enables the application of high electric fields on the
sample due to this thin insulating layer. The doped SiO, has a dielectric strength
of 9.5 MV /cm [89], that is, the maximal gate voltage which could be applied to the
100/500nm layer is +95/450V, respectively. The width of the memory dip depends
on the temperature and resistivity, yet in most cases, applying up to 220V in the
100nm case and £100V in the 500nm case was enough to observe the whole dip

and the surrounding conductance ’background’.
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Cryogenic design and temperature control

Vacuum KF sealing < Sample holder

Thermometer
Heater

Stainless steal cover
Si/Si0, sample

Quarts crystal
Shutter

Evaporation boats

Figure 7.2: Photograph of cryogenic probe. Temperature control allows the mea-
surement of temperature of a range between liquid He (4.11K) and room tempera-
ture (300K).

The samples were measured in a variety of temperatures, between 4.11 and
300K, by a designated probe (Fig. 7.2) that consisted of a stainless still vacuum-
sealed body, an oxygen-free copper sample-holder, silicon diode or platinum ther-
mometers (LakeShore DT-470/PT-100), and a heater resistor (502, 0.5W). In
addition, for the quench-condensation process (see next chapter), an evaporation
boat was implemented at the bottom of the probe, connected by two external wires
to a high-power electric source. A quartz crystal was placed near the sample in
order to measure the evaporation rate.

The sealed probe was pumped out and immersed into liquid helium or liquid

nitrogen dewar (Fig. 7.3). The temperature was controlled by a LakeShore 330
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Figure 7.3: A Si/SiO substrate with pre-prepared Au contacts is placed on a
sample holder (in gray), situated on a high vacuum measuring probe, which is
immersed in to a liquid He bath. Thin films are evaporated through a shadow
mask (transparent layer in the sketch) and condensed on the SiO substrate (pink)
at cryogenic temperatures. A voltage source is connected to the Si layer (purple),
for the application of gate voltage (far left electrode). Source-drain voltage across
the sample is applied for conductivity measurement. Bottom: A scanning electron
microscope image section of a typical quench-condensed Au sample taken at T =
300K, illustrating the discontinuous nature of the film. The quenched disorder
in the geometry, combined with the long-ranged Coulomb interactions, leads to
frustration, which is at the heart of this system’s glassiness.

Temperature Controller, at a range between 4.11K (liquid helium) or 78K (liquid

nitrogen) up to room temperature, 300K, with a resolution of +0.005K.

The probe is pumped prior to cooling by a rotatory oil pump to 1072 torr,
and then by a cryogenic pump to 107% torr. This level of vacuum defines a mean-
free-path of the evaporated molecules of several meters [90], which allows direct
flow of the metal atoms through the 10cm path from the evaporation boat to the

substrate.

To seal the probe at these low temperatures, we have used CF vacuum connec-

tors with copper gaskets between them.
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Quench-condensation technique

The major part of the studied samples were prepared by quench-condensation
(QC), i.e. evaporation of a metal film on a substrate that is already held at
cryogenic temperatures and ultrahigh vacuum [50, 91, 92].

After the probe reaches the required temperature , an electric current is induced
in the evaporation boat, heating it to the evaporation point of the metal. The
metal vapor aggregates between the pre-deposited gold pads on the SiO4 substrate
through a shadow mask (see Fig. 7.3). Conductance is measured continuously
throughout the entire sample growth and measurement protocol, and allows the
fabrication of samples with resistances from a few KOhms up to several GOhms,
and at temperatures between 8 — 300K!. This technique enables exploring the
dependence of conductance properties on the working temperature, 7', on the
temperature the sample was fabricated at, Tt., and the highest temperature the
system was exposed to, Ty, (which was eventually found to be an important
parameter in conductivity dynamics) - without exposing the samples to higher
temperatures or to the ambient atmosphere.

Other samples were made by conventional fabrication methods at room temper-
ature using a thermal and e-beam evaporator, and were exposed to the atmosphere
prior to cooling and measurement. This method, in contrast to QC, enables pre-
cise control of the deposition rate (r) and chamber pressure (P) which are found
to have great influence on film morphology.

The resultant films in both methods are discontinuous films of about 5nm
thickness, composed of clusters of grains organized in a strenuous geometric ar-

rangement, as shown in the bottom part of Fig. 7.3 (see also Fig. 8.5 below). Due

Naturally, the heat produced by the hot metal vapor and radiation during the QC increase
the base temperature from 4.11K to about 8K.
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to the strong disorder of the films, the electronic states are localized and trans-
port is governed by hopping conductivity, following Efros-Shklovskii-type VRH
temperature dependence (Eq. 1.16), G o exp(—Ty/T)°?, as depicted in Fig. 7.4.

300K 50K 20K 10K 4.2K
- 7 . \
|S 10 ' %‘-0\0 J
S
~— \.\0
O 107 T~ 3
\\o
0.1 0.2 0.3 0.4 0.5
T -0.5 ( K —0.5)

Figure 7.4: Conductance versus temperature of a discontinuous Au film (black
circles) and a fit to Efros-Shklovskii variable range hopping conductivity with T, =
95K (orange dashed line).

Right after the fabrication (in the films made by QC) or cooling (in the other
films), conductance of the quench-condensed sample was allowed to equilibrate for
10 hours, after which the measurement protocol was applied.

Due to the repetitive form of glass with changing V,, a sequence of several mea-
surements could be applied on every sample, at various temperatures. However,
since the logarithmic rate could be very slow at low temperatures, the protocol

included a period of heating to T4 (or T,4,) between consecutive measurements.

Electronic setup

Conductance was measured by the two-probe method using either an ac or dc
current without apparent difference between the two. The vast majority of the
measurements was executed using an EG&G lock-in amplifier applying ac voltage

with an amplitude of 0.1/0.5V and frequencies of up to 17Hz. The lock-in was
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connected to the probe by BNC connectors and 750hm impedance coaxial cables.
A Keithley 2400 Source-Meter was connected to the silicon layer of the substrate,
applying dc gate voltage.

All three instruments (lock-in, voltage source and temperature controller) were
connected via GPIB cables to a National Instruments GPIB-to-USB converter (NI
GPIB-USB-HS), and were controlled simultaneously by an automated LabView-
programmed interface.

The grounds of all of the electrical measurement devices, including their cab-
inet, were connected directly to a wet ground outside the lab. This reduced the
overall noise to less than 0.1% of the measured conductance at 300K, and less
than 0.01% at lower temperatures. As noted before, the glassy effect amplitude is

around 1%, hence we faced significant noise at the higher temperatures.

7.2 Determination of the relaxation rate

Although the logarithmic slope of glassy relaxation does not bear a characteristic
timescale, several methods have been proposed to define the rate of glass dynamics.

In this work, we used two of these methods.

The logarithmic slope S

The natural parameter used to characterize the sluggishness of the system is the
logarithmic slope, S -
AG =Gy —G(t) =S5 -log(t) (7.1)

However, the memory dip amplitude significantly changes with 7', presumably

due to thermal screening, hence comparing different temperatures can not be done
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directly. Based on the assumption that the relaxation process is a result of many
simultaneous small re-configurations of electrons in the metal, where each such
process contributes to the conductance decay an average amount denoted as 6G,
and assuming that the thermal screening alters G - we suggest that this tempera-
ture dependence of S can be eliminated with a simple normalization by AGq (the
change of conductance at ¢ = 1sec after switching from Vi to V2).

Namely -
S

AGy’

S

since the overall change of conductance is also directly related to this dG.

Indeed, to normalize the new formation of a dip with Gy of a dip that was
formed at another T', or to compare the amplitude of two memory dips induced at
different temperatures (see next chapter), we have to also assume that 6Gy does
not depend on their origin temperatures, and the only thing that changes between
the two is the normalized slope s. In other words, while measuring at a particular
temperature T', we assume that the only thing that characterizes the history of the
two memory dips is their amplitude, while the relaxation rate is related only to
T. This assumption underlies all EG experimental results in the last two decades.
Nevertheless, recent results of EG dynamics in AlO systems, observed by Delahaye
and Grenet, imply that this is not always the case, as in some cases, the two dips
have identical amplitudes but very different dynamic rates [93]. Thus, the current
understanding of EG dynamics is questioned, and further research must be carried
out to determine if this is a general behavior. This, however, is not in the scope

of the current work.

In order to make the measurements repeatable and the normalization by AG
true, we used a strict protocol: Heating the sample to the maximal temperature for

teq = 5000sec at Vi, cooling it to the required 7', waiting 1000sec for stabilization,
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switching to V2 and determining the slope for another 5000sec.
An example of several normalized slope measurements is presented in Fig. 7.5,

showing s values between 11.4% and 3.25% per order of magnitude in time.
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Figure 7.5: Normalized conductance as a function of time after a change in V
of 4 different samples, showing relatively fast decay (black) and relatively slow
relaxations (blue).

The two-dip experiment

In some cases, it has been the custom to address a more intuitive measure of the
relaxation, i.e. a characteristic time for the relaxation process. Unlike exponential
or power law slopes, there is no well-defined value for the logarithmic process
(which originates in the uniform distribution of potential barriers), and another
method has to be used.

Here, we adopt a version of the ‘two dip experiment’ (TDE) suggested by
Ovadyahu et al. [77,94]. In this protocol, the sample is allowed to equilibrate for
a long time t.q under a gate voltage V;;, leading to the build-up of a memory dip
centered around Vy;. The gate voltage is then abruptly changed to Vi, leading to
an increase of conductance by an amount defined as AGy (see Fig. 7.6). Then,

fast G(V,) scans are performed at selected time intervals, showing the amplitude
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growth of the new memory dip around Vj, over time. The characteristic relaxation
time, 7, is defined as the time in which the amplitudes of the new dip AG(t) equal
AGy/2.

1000 . . . . . . . . . . —
~
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Figure 7.6: Conductance as a function of gate voltage at selected times after
switching V, from V,; = 20V to V,; = —20V. The black curve shows the initial
memory dip at V,;, with a new dip growing around V,. The scan time here is 30
seconds. In the inset, the amplitude of the dips is plotted versus time, showing the
logarithmic decay. The characteristic time 7 is the time at which the amplitudes
cross each other, about 15000 seconds.

This definition of 7 is only a relative measurement of the timescale, and does
not bear any immanent physical value, since logarithmic relaxation does not stop
even after few millions of seconds (weeks).More specifically, AGy is set by the time
period at which it was allowed to equilibrate at Vi, teq, by the same logarithmic
relation. Therefore, comparing the new dip to the amplitude of the old one does
not give any information on the more physical parameter, S.

Another drawback of TDE is the time needed to scan the whole range of gate
voltages. Due to the capacitance between the sample and the gate, the minimal
scanning time, fgcan, 1S about 10 seconds. During this period, a part of the new

dip at Vi is erased.
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The above two effects were shown to set a constant 7, which is determined
only by the experimental procedure [6,95]. If we assume the system relaxes for ¢,

seconds at Vj, a dip is formed with an amplitude of -

AGy = S - log (teq) - (7.3)

Starting the measurement at ¢ = 0, a new dip beings to establish at Vo with
the same rate. While scanning the gate voltage at time ¢, the amplitude of the

observed new dip with time is equal to -

AG(t) =S -log(t) — S - log (tscan) = S - log ( ! ) : (7.4)

scan

The new dip will satisfy the TDE condition after 7 seconds, i.e. -

S.log( T ) _ 5108 (feo) (7.5)

Y
scan 2

leading to the following constant value of 7, which is in fact independent of S:

Tconst = teq : 2fscan- (76)

Nevertheless, this trivial result is true only if the first and second dips were
formed under the same physical conditions. Since S is temperature-dependent,
TDE can provide useful information if the first dip is built at a higher tempera-
ture T and the second dip at T7. The characteristic time 7 in this case reflects the
ratio between the timescales at the different temperatures, and consequently holds
information on the relative dependence of the slope on temperature S(77)/S(73).
The results from a variety of temperatures provide information on the relation

between glassy dynamics and temperature S(7°). This relation at different tem-
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peratures is the main goal of the next two chapters?.

In our measurement protocol, the samples were heated for a period of t., = 10
hours to Thax in Vj1, and were then cooled down to the measurement temperature
T. Subsequent to a short stabilization period, the gate voltage was swiftly scanned
and then fixed on V. This first scan indicated the amplitude of the dip, which
formed at Ti,.x at the measurement temperature AGy. Other fast V, scans were
performed at chosen times, t,.obe, introducing the development of the new dip.
The amplitude of this new dip, AG(t), was compared to AGy, and the time at
which AG(t) was equal to AGy/2 was defined as 7 (see inset of Fig. 7.6).

7.3 Extrapolation of 7

As the temperature is lowered, glass dynamics slow down considerably (see Eq.
8.1 in the next chapter), and it becomes impractical to wait for the new dip to
realize the condition of AG(t) = AG/2. Therefore, we determined the value of 7
by an extrapolation based on the logarithmic growth of the peak amplitude with
time.

Considering the glassy logarithmic slope (Eq. 6.5), one may presume that the
new dip’s amplitude at t,ope would be equal to S - log(tpone). However, as was
discussed earlier, during the scan time, a fraction of this amplitude is erased, and

the resulting amplitude follows -

AG (tprobe) = S'10g(tprobe) — S 10g(tscan)- (7.7)

2The TDE and the direct observation of conductance evolution in the previous section with
normalization via AG, (Fig. 7.6) are very similar, and are both based on the assumption that
the dynamics of a dip at T} do not depend on T3, as mentioned above.
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Hence, extracting S from this relation is possible by:

_ AC;(tprobe)
1Og(tprobe/tscan) '

(7.8)

On the other hand, the initial amplitude of the ’old’ dip, AGy, is also not the

true one, as it was also erased by Slog(tscan), i.€. -
AGEST = AGy + Slog(tscan) (7.9)

7 is the time at which AG(t) equals AGET/2, hence:

eff
SlOg(T) = Ago = AQGO + Slog(tscan)a (710)

and by using the above expression for S, we have -

AQGO :SIOg( T

scan

log (7 /tscan)
1Og(tprobe/tscan) .

) = AGY(iprobe) (711)

Therefore, the characteristic relaxation time may be calculated using the fol-

lowing expression:

t 2AG(t
T = tsean €XP |}Og < fmbe) . i(é”"be)} ) (7.12)
scan 0

This is the process that was employed to determine 7 in Fig. 9.4, 9.5, 9.6 and

9.8, where 7 was averaged in several V; scans at different t,;ope.

100



Chapter 8

The Effect of Maximal Temperature on

EG Dynamics

In this chapter, we present a study of the conductance relaxation of electron glass
Au, Ni and Ag samples that were fabricated at low temperatures. The results
suggest that under the right conditions, glass can also possess a different type of
memory. Remarkably, the dynamics have been found to be dependent not only on
the ambient measurement temperature, but also on the maximum temperature to
which the system has been exposed. Hence, the system ‘remembers’ its highest
temperature.

As we discuss below, this effect may be qualitatively understood in terms of
energy barriers and local minima in a configuration space, and may therefore be
a general property of the glass state.

This study was recently published in Physical Review Letters, in collaboration

with T. Havdala, J. Delahaye, T. Grenet and A. Amir [49)].

Introduction

As we have mentioned earlier, a glassy system is often characterized by a typical

glass temperature Ty, below which its dynamics slow down dramatically. The
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sluggishness is attributed to multiple local minima separated by energy barriers in
the configuration space. At high temperatures, the system can explore the entire
configuration space and is thus ergodic. As the temperature is lowered below T¢,
the system becomes trapped in a subsystem of metastable states and is no longer
ergodic.

In EG, however, glass temperature was never discovered. Prior to the current
study, electronic glassy effects were measured only between 2K to 30K, but no
slow-down of the dynamics was observed. For this reason, Ty was suggested to be
T = 0, similar to quantum phase transitions [77].

This study explores a situation where glass never had the chance to ‘visit’ the
entire configuration space: What is the temperature dependence of the dynamics
if the system is prepared in a glassy state and is ‘born’ non-ergodic?

We investigate the dynamics of electron glass systems fabricated using the
quench-condensation technique, which enables the preparation of glassy systems
at cryogenically low temperatures. Studying the temperature dependence of con-
ductance relaxation as a consequence of gate voltage excitation under these con-
ditions reveals a striking effect: The dynamics are found to be dependent not only
on the working temperature, but they are also strongly affected by the maximal

temperature at which the sample was allowed to equilibrate.

8.1 Results

In the following section, we present results of the conductance dynamic in thin
metal films with a variety of resistances and at temperature ranges between 4 and

300K. The experimental procedure followed both the TDE protocol and the direct
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slope measurement. First, to examine the effect of T;,,,x on the dynamics, we tested
the same system before and after heating to a new T,,.y.

In Fig. 8.1a, we present the memory dip amplitude as a function of time for
a discontinuous Au film that was prepared at T = 140K (black squares). A clear
logarithmic slow relaxation of conductance was observed, consistent with Fq. 6.5.
Heating the sample to 170K for ~1600sec and cooling it back down had a relatively
small effect on resistance (~20%), indicating that there is no great change in the
microstructure; however, it was found that the dynamics slowed down dramatically.
The slope of the logarithmic curve was found to be decreased by a factor of 3 as
a result of the heating-cooling cycle (blue circles). Repeating this process had no
further effect on the dynamics (green triangles), demonstrating that it is the first
heating to T'= 170K that has the remarkable influence on the relaxation.

A related finding is shown in Fig. 8.2, depicting conductance relaxation of
a series of samples that were heated to various maximal temperatures T, for
relatively long periods, and cooled back to T=130K, such that the resistance
Risox ~ 100M€) for all samples. One can see that the slope of these curves s

increases monotonously with Ty, and can be approximately described by:

as is illustrated in the inset.

Apparently, the system remembers that it was exposed to temperature T}, .y.
The higher this temperature, the slower the dynamics are at T' < T},.«. Evidently,
the highest temperature experienced by the sample is encrypted in the dynamics
of the system.

This behavior was observed in samples spanning a large range of fabrication

temperatures. The dependence of s on the measurement temperature 7', for three
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Figure 8.1: a: AG = [G(t) — Go] /AG, as a function of time for a discontinuous
Au film that was excited out of equilibrium at 140K. The black squares indicate
the initial curve in which T' = T, = 140K (R = 2M (). The blue circles depict
conductance versus time measured after the sample was heated to 170K and cooled
back to 140K, thus defining T,.., = 170K (R = 2.4MQ). The green triangles
show the results after a second heating-cooling cycle. The experimental protocol is
illustrated in panel b.

discontinuous Au films prepared at different temperatures and accordingly having
different Ty,. - can be seen in Fig. 8.3. Once again, the dependence of the
dynamics on both T" and T}, is evident. For all three samples, s ~ 7 at T' = Ty,
and it decreases considerably as T is lowered. The slope was found to be a function
of T'/Tinax, and it roughly follows Eq. 8.1.

Similar s(7") curves to those shown in Fig. 8.3 were obtained for over 20 Au
samples, with resistances ranging between a few kohms to several hundred Mohms,
and sizes ranging from 20x50 pym to 7x7mm. Circa half of them were fabricated
at room temperature and exposed to air prior to measurement (3 such samples
are presented in the appendix below), while the rest had various lower T},.x. We

observed similar results in 4 quench-condensed Ni films and 2 Al films. Similar to
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Figure 8.2: Conductance relaxation over time, measured at 7" = 130K for four
discontinuous Au films having T,,.. of 150K (bottom black line), 200K (red line),
250K (green line) and 300K (top blue line). For all samples, resistance at T = 130K

was ~100M$2. Inset: The slope of the G(t) curves (s = S/AG, ) as a function of
T /Tax for the four samples, demonstrating the dependence of Eq. 8.1.

other EGs [6,7], we observed no dependence of s on the cooling rate within the
experimental abilities, in contrast to other types of glasses.

It is important to note that a film grown on a cryo-cooled substrate is amor-
phous, while samples fabricated or heated to room temperature may indeed be
crystalline [96]. However, we did not observe any difference in the results obtained
on different samples that were prepared at different temperatures. This is consis-
tent with the conjecture that conductance is governed by hopping between islands

in the discontinuous sample, and not by the atomic order in the islands.

8.2 Discussion

The fact that the dynamics depend strongly on 7" is naturally understood in terms
of energy scales of the potential landscape versus thermal energy (see Eq. 6.1). But

how can one understand the dependence on T,,,,? We suggest an explanation that
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Figure 8.3: The conductance relaxation slope, s, as a function of temperature T'
and of T/T,,.x, for three discontinuous Au films with a T,.. of 12, 100 and 290K,
from left to right, respectively. All samples were allowed to equilibrate at Ty, for
several hours and were then cooled down to T just before measurement. The dashed

line marks the experimental limit in a large s which is set by the measurement
protocol (Eq. 7.6).

may be generic to glassy systems prepared at temperatures in which the system is

already glassy.

A general property of glass is that the presence of interactions may cause
the system to be trapped in metastable states in the configuration space. The
energy barriers between these states have a wide distribution, which leads to a slow
relaxation process toward equilibrium over many orders of magnitude. Heating the
glass to a higher temperature exposes the system to an even wider distribution
of barriers, and consequently causes the relaxation process to become slower after

the sample is cooled back down to a lower temperature.

Considering the exact assumption of Eq. 6.4 for conductance dynamics, i.e.

thermally activated simultaneous processes with uniform distribution, leads to the
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following relation -
>\max
AG(t) o Y e = / e MP(\)d\ = C [—vg — log(Amint)] , (8.2)
by )\min

where, as was mentioned earlier, A,;, and A,., are the minimal and maximal
rates in the system, and ~g is the Euler-Macheronni constant. As in Eq. 6.3, C'is

proportional to the density of the energy barrier.

As the system relaxes toward lower energy values, each relaxation lowers the

conductance by an amount g, namely
G(t) = Gy — 6cC - log(t), (8.3)

where 0 may also depend on the temperature. In order to eliminate this non-

universal dependence, it is sensible to normalize the slope by AGy, since:

AII]BA)(
AGy = / 5 P(A)dA = Cg log (§m> ~ Co.U/T. (8.4)

Amin min

Thus, we find that the normalized conductance relaxation AG(t) = (G(t) —

Go)/AG scales logarithmically, with a slope proportional to T'/U.

Again, we note that this analysis is based on several assumptions: (A) a uniform
distribution of energy barriers, (B) each microscopical process equally contributes
to the overall conductance change, §G, and (C) 0G depends only on the ambient
temperature and not on the thermal history of the sample. As far as we can tell,

these assumptions are fully supported by the experimental results.

The experimental results indicate that for our systems, which were prepared
at a low temperature (below T), and therefore never had the chance to explore

large parts of the configuration space, the relevant energy scale of the barriers is
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Figure 8.4: Sketch of a section of the potential landscape in phase space. The
black solid lines describe the landscape in its initial state. Applying a gate voltage
changes this potential line (green dashed lines) and ignites a relaxation process. For
all steps, the system tends to minimize its free energy, i.e. to thermally equilibrate
to a configuration with the lowest possible potential. At the first stage (a and b),
accessible energy is bounded by the barriers of the order of fabrication temperature
T,. Heating to a new maximal temperature T, results in the system exploring
deeper potential wells, and is hence characterized by slower relaxation processes
after recooling to T}, as is discussed in the main text (c and d).

U & Thax; hence, the distribution of relaxation depends on Ty,... Since thermal
activation also dominates relaxation processes at a lower temperature 1", we obtain
a logarithmic relaxation with the slope: sy = W - ﬁ, as is indeed depicted in
Fig. 8.1, 8.2, 8.3 and 8.5, and is expressed in Eq. 8.1. The factor W depends
on the waiting time at 1" = Tax, teq, Which was kept constant throughout the

measurements.

An intuitive way to understand this result is to consider a simple potential
landscape in the phase space, illustrated in Fig. 8.4, undergoing the following

sequence of events:

a. The system is prepared at temperature T;. Here the electrons are limited to

exploring potential wells in the configuration space that are separated by barriers,
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U, where U x kgT;.

b. The system is excited by a gate voltage change at ¢t = 0, thus modifying the
underlying electronic potential landscape. The relaxation is dominated by barriers
whose magnitude is set by kgT}.

c. The system is heated to T, = T» > T;. This enables electrons to enter
deeper wells separated by higher barriers proportional to kg7 ,.x. Upon a sequen-
tial cool down, the system is frozen in regions of phase space with larger potential
wells

d. After excitation of the system, relaxation is now dominated by barriers

whose magnitude is set by kgTiax, and the dynamics slow down considerably.

8.3 Intrinsic or extrinsic?

As we presented above, and in following with many previous studies, conductance
dynamics in electron glasses are argued as driven by ‘intrinsic’ effects, menain-
ing, processes that are governed by conduction electrons [82,84,87]. Yet, one may
wonder whether the above temperature dependence is related to ‘extrinsic’ pro-
cesses ,since heating the sample may affect the microstructure of the films. The
experimental findings, however, show that morphology change does not affect the
temperature dependence of the dynamics.

Fig. 8.5 shows 3 discontinuous Au films having the same T}, but very different
geometries due to different preparation conditions.

The three samples were fabricated at T = 300K (thus defining Ty, = 300K
for all three) under different evaporation conditions, using a standard evapora-

tor (i.e. not the QC technique). The lower panels of the figure depict scanning
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electron microscope (SEM) images of the three samples, clearly showing that the
microscopic geometry is significantly different. Specifically, the grain average size
and inter-grain spacing vary from sample to sample.

The upper panels show the logarithmic slope s of the conduction relaxation,
following an abrupt excitation as a function of temperature. It is seen that s(7) is
similar for the three films. This result demonstrates that glassy properties, and the
temperature dependence of the relaxation rate in particular, are relatively insen-
sitive to film microstructure or geometry details. We therefore conclude that the
dependence of s(T") on Ty,.x presented in the main text is not related to ‘extrinsic’

morphology variations, but rather originates from ‘intrinsic’ electronic processes.

a . . . b . . . (o . . .
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Figure 8.5: Upper frames: The slope of the conductance after an abrupt change
in gate voltage, s, as a function of temperature for three Au films with T,,,, = 300K.
The samples were evaporated under different partial pressures in the evaporation
chamber (p) and evaporation rates (r), as follows: a: p=2-10""mb, r = 0.4nm/s;
b: p=5-10""mb, r = 0.1nm/s. ¢: p=2-10"%mb, r = 0.05nm/s; Lower frames:
The corresponding SEM micrographs of the samples.
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8.4 Conclusions

Naturally, temperature is a crucial quantity in determining the dynamics of a
glass. In recent years, a number of nontrivial effects of temperature have been
reported, such as rejuvenation memory [97,98], temperature chaos [54,99], cool-
ing rate memory effects [64,65], and possible cooling-induced sample maturing.
The dependence of glassy properties on the highest temperature T,,., presented in
this study is a novel, intriguing temperature effect, which demonstrates that the
dynamics of a glass can reveal the glass’s highest temperature. This is made pos-
sible by use of the quench-condensation technique which enables the preparation
of samples at temperatures in which the system is already glassy. This unique
memory may be a general feature of glasses prepared at T' < Tg, in which the
sample could only explore a limited fraction of the configuration space. In a sense,
Tmax takes the role of an effective Tz in controlling the relaxation processes of the
glass. It would be interesting to explore additional glasses to discover the regime

of applicability of this novel phenomenon.
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Chapter 9

Crossover from Classic to Quantum (Glassy

Dynamics

As was shown in the previous chapter, in discontinuous metallic films, the char-
acteristic relaxation time slows down dramatically with decreasing temperature.
Here, we show that this process is limited to relatively high temperatures, above
~0.5Thax. Below this point, the dynamics become temperature-independent. We
discuss these results and attribute them to a crossover from thermally activated
to quantum tunneling dominated relaxation processes. We present a model that
suggests that the temperature range of the experiments (which is proportional to
Tax), as well as the sample microstructure, determine the relevant statistics and

scales of the energy barriers governing the electronic properties of the system.

This part of the work is a direct continuation of the results from the previous

chapter, and is currently in preparation for publication in a peer-reviewed journal.
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9.1 Introduction

In contrast to temperature dependence in other glassy systems and in the results
presented in Chapter 8, in previous results in high carrier concentration indium
oxide [100] and in granular aluminum films [81], 7 was found to be independent of
T, and in low carrier concentration indium oxide, it was reported to even decrease
with a decreasing 7' (see Fig. 6.7b and Fig. 9.1) [100]. These results were taken
as an indication of the importance of quantum effects, in which the barriers are
overcome by quantum-mechanical tunneling rather than thermal activation. One
can expect tunneling to dominate the relaxation of any glass at sufficiently low
temperatures. Apparently, in indium oxide and granular aluminum, tunneling
is the dominant mechanism for electronic relaxation up to the highest studied

experimental temperature (~30K).
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Figure 9.1: Conductance relaxation after V, change at different temperatures - in
low carrier concentration In,O;_, (a), and high carrier concentration In,Oz_, (b)
(see text) (Z. Ovadyahu, 2007 [100]).

In contrast, recent experiments on NbSi [83] (Fig. 9.2) and discontinuous metal
films [49,50] (see previous chapter) performed up to 7' = 300K, showing a clear

temperature dependence of the dynamics, which slow down as the temperature
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decreases, though the effect of T" was different for the two systems. Specifically, as
demonstrated in the previous chapter, in discontinuous Au films, the characteristic
relaxation slope was found to follow s o< exp{Tiax/T'}, where Ty,.y is the highest

temperature experienced by the sample (Eq. 8.1).
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Figure 9.2: Conductance relaxation after V, change to V, at 4.2K, after a period
of 20000 seconds with V,; at 20K (black), 9K (red) and 4.2K (blue). At higher
temperature the memory dip amplitude is higher, indicating temperature-dependent
glass dynamics (J. Delahaye et al., 2014[83]).

In this chapter, we present comprehensive results on the temperature depen-
dence of the dynamics of discontinuous Au films in a wide temperature range
below room temperature (300K). Our main finding is that the dynamics follow
Eq. 8.1 only for a limited temperature range below 300K, and at a low enough
temperature, the dynamics become temperature-independent. These results are
interpreted as a crossover from classic to quantum glassy behavior, where the
crossover temperature depends on the film microstructure and on the sample fab-
rication temperature, Tt,,, which plays the role of T,,., if the sample is not heated
beyond this temperature. This explanation is also in agreement with earlier results
on InyO3_, and granular Al, as they were made at room temperature or above,

and were cooled to the quantum regime prior to measurement.
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Experimental methodology

Similar to the samples presented in Chapter 8, part of the films in this study
were made utilizing the quench condensation-technique, and the other part via
conventional room temperature evaporation. However, in contrast to the previous
chapter and due to convenience reasons, in this study we used the two-dip experi-
ment (TDE) to extract the characteristic time 7, as was defined in the last section
of Chapter 7.2. The relation between the two measurements protocols is as follows

(see Eq. 7.11):

s 1
AGO_QlOg( ; )

tscan

S =

where tg..n 18 about 10 seconds.
The samples here were made at Tt,;,, which is effectively the maximal tempera-
ture they were exposed to (i.e. Tyax = Thab), and were then allowed to equilibrate

for 10 hours at Tt,, before each measurement.

9.2 Results

Fig. 9.3 depicts the time-dependent evolution of a new memory dip at 6 different
temperatures for a discontinuous Au with Ty, = 290K. It can be seen that
cooling from 7" = 240K to T = 125K results in a significant slowing down of the
dynamics. Additionally, 7 increases from 10%*s at 210K to 108s at 125K, clearly
demonstrating the temperature dependence of EG dynamics. Interestingly, further
cooling to T' = 80K has very minor influence on 7. The full dependence of 7 on T’

depicted in Fig. 9.4 exhibits the following features: (i) a narrow plateau around
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Figure 9.3: Normalized conductance change as a function of gate voltage for
different times after a gate voltage change from +20V to —20V. This thin Au
layer was heated to room temperature for 10 hours, and cooled to various tem-
peratures prior to measurement. AG, was found in measurements a-f to be
0.59%,1.42%,1.61%, 1.58%, 1.6% and 1.35% of G, respectively. It is noteworthy
that AG, was found to be approximately temperature independent below 165K. At
the higher temperatures, the new dip reached 50% of AG, after 7~ 2500sec, while
extrapolation of memory dip at lower temperatures led to 7 which is higher than
10'%sec, showing the slow down of the glassy dynamics.

Thax for which 7 ~ 1200s, (ii) a sharp increase with decreasing temperature, and
(iii) temperature independence at low T.

Feature (i) results from the measurement procedure and it is the trivial time
for the TDE, protocol where the first and second dips are formed at the same
temperature with a waiting time of 10 hours and a scan time of about 10sec. At
temperatures that are very close to Ty, the finite scan time limits the minimal 7

to this value, since very fast processes cannot be measured.

Feature (ii) represents the exponential slowing down of the dynamics with 7'

typical of classic glasses, as was shown in the previous chapter (Eq. 6.1).

Feature (iii), the low temperature saturation of 7 with 7', may be interpreted
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Figure 9.4: The characteristic relaxation time of the Au sample presented in Fig.
9.3, as a function of temperature. The dynamics show the exponential slow down
at the higher T, and a saturation below a certain crossover temperature, T,.

as a crossover from a thermally activated to tunneling dominated regime of the
relaxation processes as we discuss below. Similar results were observed in over 10

Au samples.

For the sample of Fig. 9.3 and 9.4, the crossover temperature, T,, from acti-
vated to saturated behavior of 7, is ~ 150K. One may wonder what determines
this value? A clue to this question may be found in Fig. 9.5 which shows 7 versus
T for 3 different Au films grown at 300K under different evaporation conditions.
As discussed above, the SEM pictures show that the microstructure of the discon-
tinuous Au is strongly affected by the deposition rate () and the partial pressure
(P) in the deposition chamber. As the vacuum and deposition rate are reduced,
and the typical cluster size as well as the width of the gaps between clusters grow,
the temperature-dependent dynamics are also changed. The thermally activated
region of the dynamics grows with the cluster/gap size, leading to an increase
in the saturation value of 7. Eventually, for the largest cluster-sized sample, the
low temperature 7 becomes too large to be measured, and the crossover to the

saturation of the 7(7T") curve becomes experimentally inaccessible.

An additional parameter that influences the temperature dependence of the
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Figure 9.5: Temperature dependence of 7 (left panel) and the corresponding
SEM micrographs (right) for three discontinuous films prepared at room temper-
ature under different chamber pressures, P, and deposition rates, r. THe green
triangles and top micrograph are for P = 2-107°mb, r = 0.0522. The red circles
and middle micrograph are for P = 5-10""mb, r = 0.12 . Blue circles and bottom
micrograph are for P = 2-10""mb, r = 0.422. The typical barrier widths W are
extracted from an image analysis of the three micrographs and were found to be:
W ~ 11.18, 9.25, and 7.98nm, respectively.

relaxation time is the fabrication temperature, Tt,p, (or equivalently, Th,.x). Fig. 9.6
presents 7(T') curves for 3 samples fabricated using the QC method at different Ty, .
Though the qualitative curve is similar for the three films, the saturation value of
T grows with T¢,y,. In addition, the crossover temperature T, is also found to grow

monotonously with the fabrication temperature, and roughly follows T, ~ Ttap, /2.

9.3 Discussion

The observed temperature dependence is naturally interpreted as a crossover from

a glass that is dominated by thermal activation processes to a glass that is domi-
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Figure 9.6: Characteristic relaxation time 7 as a function of temperature for three

discontinuous Aw films having T}, of 12K (purple hexagons), 100K (orange trian-

gles) and 290K (pink diamonds), fabricated using the quench-condensation tech-

nique. All samples show a crossover from an exponential with T' (classic) regime

and an independent (quantum) regime, while the crossover temperature T,, is pro-

portional t0 Ttap/max, as predicted by Eq. 9.5 (see text).
nated by tunneling processes. As the temperature is lowered and the relevant en-
ergy barriers in the phase space become increasingly larger, it becomes more likely
for the many-body interacting electronic system to tunnel between metastable
states rather than to be activated by a phonon above them. One may ask why this
crossover is uniquely observed only in discontinuous metal films - why has it not
been observed in other EGs? In the following subsections, we suggest a model to

explain the findings and the conditions for observing the classic-to-quantum glass

Crossover.

Model

The correlation between the dynamics and granular geometry illustrated in Fig.
9.5 leads us to suggest that the properties of the glassy temperature dependence are
governed by charging energies in the metallic islands and by the width of the gaps

between them. The microscope images show that the system consists of a large
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number of islands with varying sizes, separated by relatively thick (several nm)
barriers. The tunneling matrix element between neighboring grains is exponential
in the gap width, W, leading to a broad distribution of hopping rates between
grains, which are proportional to exp (—W/£), where £ is a localization length.
Due to the exponentially different hopping rates, it is plausible that the relevant
paths for conduction through the system consist of a complex network that may
be described via the framework of percolation theory [13,101,102]. Conductivity
through the main percolation paths is affected by adjacent charged islands. Chang-
ing V, changes the potential landscape of the glass, which in turn drives electrons
into or out of these nearby islands. Relaxation processes may involve simultane-
ous tunneling of many electrons in this complex network, making the treatment of
such a model extremely complicated. Here, with the welcome help of A. Amir!, we
present a more quantitative analysis of a particular and relatively simple process:
Single tunneling between two grains through an intermediate, smaller grain (see
Fig. 9.7), which undergoes a crossover from thermal activation to elastic (quan-
tum) co-tunneling as a function of 7. This process possesses several properties

consistent with the experimental data, namely:

1. At high temperatures, the rate of the process is governed by thermal acti-

vation, with an activation energy proportional to the fabrication temperature.

2. At low temperatures, the rate saturates to a temperature-independent value,

which is related to the microstructure geometry.

3. The crossover temperature between the two regimes, 1., is proportional to

the fabrication temperature.

!The following calculations are based on an extension of Eq. 6.4 and on Ref. [6], a the case
where relaxation rates and probabilities depend also on the distribution of gaps between metallic
islands
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Figure 9.7: Illustration of the process of relaxation via a small intermediate quan-
tum dot: The image shows an scanning electron microscope picture of one of the
gold films after thresholding the image. The colored grains (schematically) show
the percolating backbone, which supports most of the electronic conduction. At
high temperatures, a charge may be trapped on the large quantum dot A, affecting
the conductance in grain C. In order to diffuse out of dot A, it is favorable for this
charge to pass through dot B. This can occur either through thermal activation or
through quantum tunneling, depending on the temperature.

Crossover temperature

Consider a system that was fabricated at T, and allowed to equilibrate. All
islands with charging energy F¢ comparable to (or smaller than) Tg,; can be
occupied (B in Fig. 9.7) and affect the conductivity in the grains, which are part
of the percolation backbone (C). Following a temperature decrease, electrons can
be trapped on islands separated from the percolating backbone (A) by these small
islands with charging energy Ex ~ RT. At T < E,, this charge is Coulomb-
blocked and is forbidden from re-entering the intermediate quantum dot B.

The relaxation process in which the trapped electrons will be ‘freed’ can occur
in two ways: Electrons may receive enough energy from thermal phonons to enter
into B, and from there tunnel to C; alternatively, at arbitrarily low temperatures,
the electrons may co-tunnel through dot B. The latter process can occur either
via elastic or inelastic processes.

It was found [103], up to coefficients of order unity, that for 7" < E., the
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conductances corresponding to these processes are:

G.Gr E.
LGr Ee g1

activation ™ N~ ) 9.2

Tactivation ™ G T (92)
GLGRrT?

Oinelastic ™ W; (93)

G.GroE (9.4)

Oelastic ™ ma
where R is the quantum resistance, G';/r are the conductances between the dot

and the left /right lead, respectively, and §F is the level spacing.

The characteristic level spacing corresponds to a metallic quantum dot with the
typical size of 100nm, and G g can be estimated within a WKB approximation,
considering a typical gap spacing of 5nm and inter-gap potential of several eV (the
work function of the metal). For these parameters, elastic tunneling or thermal
activation always dominate over the contribution of inelastic tunneling, which can

therefore be neglected.

One should note that while the rate of the thermal process is proportional to

| M12]?| Mo |?

VIR EEREYZmER where M;; is the relevant tunneling matrix element, co-tunneling is

of higher order in the matrix elements, proportional to |Mjs|?|Mosz|*. Due to the
thick barriers between grains, the rates for co-tunneling can be smaller by several
orders of magnitude. Despite this, at sufficiently low temperatures, the exponential
suppression of the thermally activated processes will lead to co-tunneling being the

dominant process.

Hence, we expect a crossover from a thermally activated regime (Eq. 9.2) to

a temperature-independent regime (Eq. 9.4). The crossover temperature can be
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readily found by equating the two equations, leading to:

E?  é*/h
T ~ E,/log (T ok Qé ) (9.5)

Since the relevant charging energies are of the order of the fabrication tempera-
ture Tt,p, this model predicts a crossover between the two regimes at a temperature
that is in the scale of Tt,;,, which is measurable in our discontinuous metallic films..

Moreover, we can conclude that T¢, should be proportional to Tip (up to
logarithmic corrections). This relation is indeed observed in 3 samples grown at

different temperatures, presented in Fig. 9.6.

Quantum regime

Experimentally, the relaxations appear to be approximately logarithmic, both in
the case where they are temperature-dependent (classical, thermally activated)
and in the temperature-independent (quantum tunneling) regime. This implies
that the exponential dependence of the rates on the separation (gap) between the
grains has to be significant: In the quantum regime (see Eq. 9.4) the charging
energies only enter polynomially, while in order to have logarithmic relaxations,
one needs to have an exponential dependence on the parameter, which can only
be accounted for by the exponential dependence of the prefactor G' on the oxide

barrier thickness.

For this reason, we can neglect the polynomial dependence on E. in the quan-
tum tunneling regime. We assume that G oc e=%/¢ (with 2 as the gap thickness
and £ as the lengthscale associated with the exponential decay of the wavefunction
in the gap, which is related to the work function of the materials involved)), and

that the distribution of x is uniform in the interval [0, W], i.e. W is the maximal
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gap for the particular geometry considered. Since the rates are proportional to the

conductance, we have \ ~ G?, leading to:

PO =p@)l S5 = oo (9.0

Hence, the relaxation process is involved in simultaneous individual tunnel-
ing of many electrons with different rates, with the above probability. The 1/\

distribution was shown to result in the logarithmic relaxation of glass [6] -

AG(t) x Z e M= /e_’\tP()\)d)\ = % log(t). (9.7)
A

As noted in Eq. 9.1, 7 depends exponentially on the inverse of the logarithmic
pre-factor [49]. Thus, in the tunneling regime, we obtain the characteristic time

as -

- exp <¥) | (9.8)

Classical regime

In the thermally activated regime, the calculation is slightly more evolved. In this

case, we have (neglecting the polynomial corrections):

A ~ e Be/T=e/t, (9.9)

Since both FE,. and x are random variables, we have to take their joint dis-
tribution into account when evaluating p(A). We shall assume that these two
variables are uncorrelated, which is plausible since the local gap between grains

should not depend on the particular size or morphology of that grain. As before,
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the distribution of z is assumed to be uniform in the interval [0, W], while that
of E. is assumed to be uniform in the interval [0, Up.x]. We shall later argue that
Unax ~ Ttap, since the fabrication temperature ”selects” which charging energies
can be relevant; namely, only those with F, < T}, could trap charges in them at
the temperature Tty [49].

Consider now the distribution of the variable m = E./T + z/£. We have:

Umax W
p(m) = /0 /0 p(x, E.)o(m — E.JT — x/¢)dzdE.. (9.10)

Hence:

B 1
B W Umac

/0 o /0 Y Sm— BT — 2/¢)drdE, (9.11)

p(m)

Performing the integration over x we find that:

B 1
B WUmax

p(m) /0 " e0(m — E.JT)O(E,)T — m + W/¢)dE,. (9.12)

Considering possible values of m in the interval m < maxz(W/&, Upnax/T), we

find:

5 /mT TS
— dE. = ———=> m. 1
pim) = gp— | dEe= g —m (9-13)

Now it is straightforward to find the distribution of relaxation rates using

A=¢e ™

T¢

_ m| log(A)|/A. (9.14)

dm

A) =p(m)|—

p(Y) = p(m)|

Thus, up to logarithmic corrections the distribution is proportional to i, which
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Figure 9.8: Panel a: A fit of the results of Fig. 9.5 with Eq. 9.8 and Eq. 9.15,
for the values of W extracted from the SEM micrographs (see caption of Fig. 9.5).
In these samples, 300K is approximately the fabrication temperature. Panel b: A
similar fit of Fig. 9.6. The quench-condensation technique does not allow reliable
SEM scans, however, normalizing log(7) by an estimated barrier width W shows a
reasonable fit for both regimes.

again would lead to logarithmic relaxation (as long as Up,ax or W are large enough
compared to the temperature, such that the distribution of effective barriers m is
smooth enough on the scale of the temperature). Hence, 7 depends also on the

width W in the classical regime -

T X eExTp (T—é_

The theoretical result of both regimes (Eq. 9.8 and Eq. 9.15) and the crossover
temperature (Eq. 9.5) are presented in Fig. 9.8, illustrating that they are reason-
ably fitting with the experiments.

Though this model considers only a simple single-electron process, it may de-
scribe the basic building block for the dynamics in real electron glass that is gov-
erned by simultaneous many electron tunneling processes. Indeed, the model is

able to capture many of the experimental results.

The above interpretation of the results is based on the assumption that 7
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is a good representative of glassy dynamics. This assumption is correct only if
the memory dips can be fully described by their amplitude, and therefore, the
comparison of the new memory dip with the one built at T" = T,,.« is true. As
noted above, a recent finding in granular AlO systems [93] indicates that this is
not always the case. Moreover, the claim that T,,.. sets the energy scale of both
the classical and the quantum regime is based on the above protocol, where the
‘old’ dip was created at T},.. Therefore, in principle, this T,y temperature can be
a more substantial value. Consequently, applying the TDE protocol relative to a
memory dip formed at Tyq < Tiax might lead to different results. In our system,
however, the drastic slow down of the dynamics below T},,., and the relatively wide

memory dips in G (V) scans, make this experiment inaccessible.

9.4 Conclusions

In this study, we presented an experimental study of temperature dependent-
dynamics of discontinuous metal films. The relaxation time increases rapidly with
temperature, until, at a low enough temperature, it saturates. These results were
interpreted as a crossover from thermal activation above energy barriers in the
framework of the configuration space, to tunneling through them. Glassy effects
are seen at temperatures as high as 300K and the crossover temperature can
be as large as ~150K. Hence, the quantum regime extends to unusually high

temperatures.

127



Summary

This Ph.D dissertation discusses the nature of electronic transport in amorphous
metals, which, despite its broad relevance in condensed matter physics and the fact
that it was the main subject of countless papers and works, still includes many
open questions.

In the first part of this work, I dealt with this issue with an exact calcula-
tion of the quantum electronic conductance in 1D inhomogeneous wires, using the
NEGF method. I showed that in a wide range of disorder levels, temperatures
and system sizes, a significant part of the electronic states does not contribute
to conductance, due to the lack of overlap with surrounding electronic modes in
the leads. I thereafter discussed the effect of Fermi distribution smearing in these
systems, within a range where T is comparable with the mean level spacing in the
system. In this range, increasing 7' results in more conductive quantum levels,
as electronic populations in the leads are widened around Fermi energy. This ef-
fect, along with the highly skewed log-normal distribution of conductance values
in disordered systems, leads to a significant increase of the overall current.

The second part of the work discussed another non-trivial and not fully under-
stood phenomenon - electron glass, where strong disorder coupled with Coulomb
interactions results in glass-like dynamics. I presented experimental findings on
thin Au, Ag and Ni films, which show three novel characteristics of electron glasses:

(A) There is a clear temperature dependence of the rate of the logarithmic glass
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relaxation. (B) The relaxation rate is inversely related to the maximal temper-
ature the amorphous metal was exposed to. (C) In some cases, EG films ex-
hibit a crossover from thermally activated glass at relatively high temperatures, to
quantum-mechanics dominated dynamics at low T'. These results were discussed
in the framework of the configuration space, and proved to be effectively varied at

the different temperatures.

Despite being common in everyday nature, and in particular, in physics research
and engineering applications, after more than a 100 years of research, the nature
of electrons in amorphous materials shows many non-trivial phenomena and is yet

to be completely comprehended.

The puzzle of quantum interference within the metal, the effect of strong
Coulomb interactions together with disorder, and the role of temperature and
phonons, are all awaiting an improved and more unified theory. More specifically,
many systems that are believed to be metallic with a perfect internal order, such as
graphene nanotubes, metallic quantum dots, and even semiconductor devices and
solar cells - in actual fact, all possess some level of disorder. This, in turn, might
bring about quantum effects of localization and interference, in addition to the
effect of temperature, connection to leads and Coulomb interactions. Therefore,
in many metallic systems, researchers report an inexplicably slow time dependence
and mysterious deviations from the VRH relation at low temperatures. These ef-
fects may be related to the electron glass phenomenon, the hidden modes and the
phonon-less temperature dependence, which are all discussed and characterized in

this work.

As is commonly stated, the behavior of macroscopical condensed systems is

more complicated and unexpected than the sum of many microscopical separated
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processes. The lack of a simple, coherent theory for electronic behavior in disor-
dered solid state physics makes it an exciting research field, with many discoveries
waiting to be revealed.

However, employing a traditional study procedure, that is, hypothesis, pre-
diction and experiment, is much harder in this field, due to the absence of a
trustworthy theoretical framework. Hence, many of the state-of-the-art findings
in this field were discovered accidentally. We tried to take an intermediate course,
and looked for new effects in places where previous studies showed interesting but
unexplained manifestations.

Today, electron glass is still under great debate: How do electrons generate
such long relaxation processes? What is the exact role of Coulomb interactions?
Does the electron glass possess a true glass-transition temperature? How does
the rearrangement of electrons affect conductivity? Despite the comprehensive
experimental data on conductance fluctuations in disordered systems, these major
questions remain unanswered, and theories can not always address all the experi-
mental results.

In this work, I discussed only some of these intriguing effects; many more
aspects need to be explored in-depth, and future experiments must be carried out
in an attempt to formulate a complete theory on the temperature dependence
of disordered quantum systems. Nevertheless, despite its incompleteness, and
perhaps for this very reason, I believe that this study can pave the way for an

additional fascinating findings in this field.
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;77010 'R NNT NI ,NIYNI DIMOVRM DNTOPIRN DV PV HY 19 YT P NN DY

IV NIVINVA NYAWN ;DAIVHYRN P2 NPRPIVIR MWD

M HY I ,ITD IR MINTY DYTAN PN MYY2 MITIYN HY PRIV IPNN 1IN IR 1T 1IRVIDMTA
axp R1an axm (Part [) nTiayn Hv PYRIN PHNA .NTIYNI ND2 T HY 1Y NPIVIN MOY
nYSIm NOITIR PTTIAN YV MIXN2 YNN ,MAITION RY MOIYNI NIVPOR LY MIHnk
DY 197”7 (NLF. Mott) vin Y111 Y9 MDD NYNIRN SV MMaN 71T ,RPYMION
2990 YY DINIVPHYR P2 NPRPIVIR SV NYOWAY TV ,00maY Twpm (VRH) "ohanwn



‘9199 YV INIITH NN YRV ,IpNNN YV '1wnn phnn nr xn AR (Part 1) »wn pona
RY NYTRN TN MIIPN YV MIKINA NRI NIAYAN NIYRPIN NR 1NIWN 1) ,P721P72 TV
IWARN 193 NIRPN9L WY (NEGF) pwn mw) pinn P nrepna” »m Sy mamon
DR D) 1PP2 PAVNI NNPYY ,II0PYRN HY DI0INN DYINN YV NYawnn NR NHIH
NR P¥N AT PONI PYRIN PION .DINIVPIHRN P2 NPRPIVIR HVI DN YV DNYawn
2V YONNND NINMN NR D) NI ,NODINN RN 1YHY MNINAN NRY IWNN NVY MNIPY
DYWMNA VA PHNN YV DININRN DIPIAN NIV PIOITIR RNV T HY NYHPIDAN 7PYan
NJIYNI MLIND KV MPINN MPAIN MAVINA 21V IPNND HV NPIPY MIRXIND NR

AT0 R MINONA NYTRN TN

J(Electron Glass) "D>70p9R 12151” RWIA 21D IPNNI JT PRVIDTN YV 15V PYNN
MINR NPT MIIPNY AMTL .JATIS TR /918 YV INTIYNRIY INITITHL NP IMR
NYNNA .PNI2T NYOIN YOIMNR HPVWN MYH NN NPT IRIN NTIVPYR NINIT DX Y02
DR NYANYA N2V N211D2A NIYHRN DR ,DINN2 MNTIPN MRXIND NR PN IR 7T PYN
M9 MTTN NTIYNI 19 JMR MYTH MPOIN "NV IPI0 MR TYNN .ATTHN MY
DTN NTVIANVI NPT NPPRPTN YV APTA MOYN MRINA ,NOINN YV MPT MY YV

X1 DATA DAY AMVIANVI

oNRM MNTPN  .a

MIToN RY MINNI ,ITONN P02 PHY2 I¥PNAY TN NOITNIR AIRINY 2a)
MPYRININADPR NIMT DAYV YN NYRPN 2NN DNPINN DINTOPIRN

. =
wrpeos] 10
4
mMIYN (1.1 7R) VYO prIn RN E-1702 -0 930 NrNpNe DIpn RN FIWRD
{(Anderson Insulators) "NOITIR *TTIAN” MIRIPI NHR

1919 NOR MPHIND 91D DITH YV 1YTIN 0P RVOMYN PPN DAY MIIYN YV NIpna
NYYPNA YV ANINI NYWMIHN HVA DWIN ,NONNI DINTIVPHR YV VIV FaYN *T HY YXINNH
— (Quantum Hopping) »03mpn 119770 nYan »1 HY nwunInn ma*9nn 1t nayna .on
5w 93N NPXPNS YV NIV NN SWA, | 2¥NI TN YOIM DHYI | A¥NI R¥MIN PIVPYR



VR DI DIWVITT DANN P2 NINIRD OWIN HY 12NNY T (1.2 IPR) j-1 | D2axnn v
JDATINNIONN N737IRN DR D92PMDNIN

D2INAN HY DIYIRN NNYANAN IRXINY ,MNPINKA L3N NYEPNA YV 11 Nunnn Yva
DINRA P2 PNIND DY YN MR PIT RID AT NDT PHINY 0N MRl
ANIN2 ATNR DXAXN MAAX YV AN DA NPRXYN NPINIRD OWIAN DY DNPINNN
DONYTIN YA MINND AMINN Y NMIYNn NPT HYVWa D MM ,MIRD
1997 ,MNY MNVIANY NIY D7IPAIRD NPT HNIN HY MONY 12N ;AN DMIANONN

:NMVIHNVI MDA HY MYNa D)

T, j% a

Map RN Tp-1,nmv19n00 R0 T ,n3ynn 50 mrnn R0 d ,mavnn Rin G TR

"DINYN DIPNINY NPT RIPI DT MNP .NIIPNA DIANND MO 7IRDHPIYN PnIna noHnn
TI0N RY MIYNa mavind Hapnn YTinn Rim (Variable Range Hopping, VRH)

DN Y (d >1) TIRn 9T TN MOya maIWNIY RN YT YV MRNIND NNR

NYI T HY NRT IRNY 1122 .0NPINN DINR YV NYHT RLIPIS NV TIT DI MNTVPHRN
DINRA 172 NDTN N0 PN TNRD MPYW ANVH DMTINN TR ,DINRA 12 DTN HY
MTINNN N2 71T IR "IND” DI, DTN HV HRIRINADPRN NYaNIN HYV1 .0221NoN

(1.3 9R) DINRN IRY TIT 2P RY VYN, ANV 121010 RN NHHION

INTIY P2 219NN PNINN RINY ,7Y¥DIPIAN PNIN ,NIIPYNY TIIR NYPO TP NINY I Y9N
299NN MTINN YW YT 9702 RN DMTANAY "DT” 12 A NY IR ,1RDIPIaN nw
2713 7370 1132 YY1 RIN HHI 771721 ,N0TIPNA TTON IR NI TPV NON RMIPIAN pnIn
RV T NN YW1 .07 MRN MAIVY YV DO TY YD Y190 ,710XDHPIN TIRN
19IPDITPN 7901 YV TR NHPO MHYYA HAR NPAIPDITPIN NPVINP MPAIN YV MNON NHY2
NINY T AYAIN L(D12="Mes0’) ‘NPT’ MIIIPNI NYR MITIYN MIRINN ,DP'pon Hv
DN DYNRXT 12 IR ,N27201 YRIN MPWN IRXIND NN YW N2HHIN MIMHINI 0IN DIMNDY
ATV IR NVIANVA PHNYNN NNNA NDVN IRXIND DIPNY DN ,NHR DMPY .N7IRIY
MNONNN MIPY Y1 RIN YAR MIN YYIY AMITH VPAR DX (DY NNN) 2 'HNYn

.(Mesoscopic Fluctuations) 'n1a1poirn NYRRIVPYY’ RIPN ,NINNN HY MVINPH

2V NPWY IRXIN RINY ,22M9IPN N937IRN Y9 RN IDITIR 7TTIAN1 NHDN N2IVN NYAIN
DYRYN DIARN MIRXNNY MAYTY NINY 1T NPNT .00 DINIOPIR 172 NINTH NIYRPIVIR



M9 NINRY NNNN DYII ITNONY DINTVPHRN HV 701N NR IMDN 727 ,0°p77 DXIAXN T
IR MM NNIRD DNTI N9 NINIRD DXIPN DIAXND 79 HV1A .12 N7IVI9Nva
NN 2220 D2ANN 790N HY MOYNND IMPNVRY “717 2ITIR P9 IR 9N M)
7Y DM NIIPYNI DN PY 23 DTV T AYAIN (DNHYY NVIMIN MDARND RY IR) N9
MmN , M2 MMVIHNVI INY MV MI*INY NH2IN XN NYINIR 120 DINTOPHR '

:NMVIANVI MIINN YV RN
j%

.G =G, exp —G_—O

YVNN PN VPPN )

2WNN DOV STINN .1 )

DR IRNY MYRT DWITI IR MITION R NYOVINP MIIPNI MIHND NR avnH nan Sy
tight) mwpn PIVPYRN 217°) RIN 79 DYWH DHYIPNRN DYIN TR .JYVNRN NN NIIYNN
MIN NNN .DIVRN 19910 2°20 1Y NN PIVPYRA YV Y30 nrepng 2 nann (binding
DIVR NIRNN ATINY DI TYVRI NXMVN NN YPXPIN-TNN IRNMVYINNN DR 1IN NI
TIVPORN YV VPN NPMIR Y DN IRMNMVYINNI PIOIYRD HY DMRD NOINNN 102

DXIOVPIRN NPT HV NIMNIRY NMINN NR D2778N PNOIORN HY DIRY DIDRM L, &; ,DIVRY
B ,DmoRA P2

DMOVRY 77 3970 D91 1991 2V DNVP DINIVPYRN D NN LTHIN TNN NIpna
(RN NINDN RIN RNV NINN LN DIAIPN DNIOVN

g -4, 0 0

~ |t & —t 0
H=| & 2 23 -
U
0 0 ... &y

(DMWY IR) NHITN MY IR NNMVNN HY NDIYRD HY TWPN NYINIR ,NITION RY NIIYNI
1M 9700 R NN DR NYAIPN ,MIINDN MA2AX NYXPNA TINN DIMPYY ,DTNR DR



NPT NIINR DR NN MM NPIY HV1 1991 ,19°Y2 MINT 10 NPITVARN NY 7D MRIND

& DR .IRNVINNN SV NIIIRN NYPD NR DI NYIP T NP1AP .1 IV MTNR NvAY L
NI PR YR W R ,[—W/Z,W/ 2] NNV NTNR NIIYANN TINN NORIPR NNXL NNPY

:R2N DN T HY RPOPIYN PRI MWVPY I1TON IR

105t2
W2

~
. ~

now RN (Non Equilibrium Green’s Function) 5pwn »mwh pinn moayny 1 nrxpna
NANT L, NYOHRINIIDT MRNVA NNAY NN HY P NPIPNA HY 1PNOvR DR NNINN
IRINNA NTVN NANN RINY LI NIYRPNID NPOVININ (1R MIRNVNIN TR ,DDTIV NRNIWN
MNTPNNN NP0 NTIVIHANR NR NYOINP NITIPYNI NIRNA PNTIPI NYY IRNVND ' HY
MY NVP NYOINPN NIIPNRN TIT NI2PYNN NP0 2IWN,JI DIVN .DIPNIY AT PPPHNN HV
nY%on IR DYINY NIIYNA NN NNNT ,DPNNN DN NYYIN I3 P NOXPNSD
PNNRPN ANMIRD ,IRNYNN YV A2TIRY IMTH DN NADIN T HY NOVPI NPYPIVIR
MIIYN PNTNI IRNY N2 ,NVPN PIVPIRD HTINIYW MMIND 7290 1 7172 .(Self-Energy)
NN2 NMIR JMR MIIPYND ,IWN (0T IR KV . DNIN DITHM DAY YRIN DY NYOIMNP

DNV 1AW IRIM ITO R MNT DY IR ,N1TAN TN MIIPN 1N

NITION RY NYOIMNP NIIWPNI DMINDI ATIAN AN 2.2

LJUNT0PORN NIAYNN NPYRPIIN NTINN 22NN IV IPVINP NIIPNY VMR TIINY IMTa
NPMIND ,NIND NYVINP NIIPNI IRMIVINNN DY DPNXPN DANY PY? (9IRI DINVPY
DINIRA PITI DIRINI NTINNN 228N DOPVNN DN N37IRA DPNXYN DYANNN ,NNNN DMYIN
INMMVMNINN YV DPYNRRYN DY ,DOPIND NIIWND NR DNANN TWRI ,0YIR .3NIRD 1Y
SIMNPN D2AXND HY N37IRY MWVP DYV MWNNN PHNN TVRI ,0°20190 DY NN D90
PONM (DPNRY DY PNITRI PTIND 1NN RY MVININ RY NIIYNY) NIIYNN YV DNy
NINYN NI2PNN NOXPN DI ,NMT 19IRA T 2¥NA PIVPYRN YV DPNN INTH NVP IMTNN
NYXPN MY DNHYI 0N PVIYNY NMNA NIIYN YV A¥NIAY TP ,D7ANINN ATINNN 22N

TR 7Y 935 1 AN DIMIVPIRN YV NYaYnn

1791 ,1P019N5 AMING NIIYNA D3 DYAIN NTINNN 228N 770 'R NYYA NIIYN1 079 Y3 HY
DOYININ YPYN 19IRA DIPMIN DMNPINNA DIANNN YDVPAR (9INRIY



MDTIN MNY 70 'R MINT DY ,MITION RY MIIYN KW anT NN 01 (9IR1 112WM Ipnna
28NN YIT PON— NYINAN ARNIN IRIN DR DV .DPIND NIIPNN P DINY TN
7901 YV MM .PYADN PIN DYINY MNNN TVRI INIY DINYYI NIAYNN NP NTIINN
DM 770 'R MM YV 5T MIV NIAY 1D ARIN NYTHN TH MIIPNI DINDIN DIAXNN

(5.51 5.2 DIPR NRY) N2Iyna ornxyn oaxnn N pon +/2/5-N prma

Y0 MITNRNN RN 3T MNYYINY DI D IRIN DMOYIN DIANNN YV YN NPXPIS NNa
220 7210 NIINN PIVPORD HV LIN NP .DOYIND DY NITIYNN PN DPVINP DIANN
DRNNA (5.4 TPR) N'YNVYNN NI9INY NPIIN RY 595 199 ,0NRY DOYIND PN DITH NNp
PRY 11D 17N DINPINN 0227 DIYNIVPHR DIANMY PrA0N MM ITON 'R MNT TR |79

573 ATIINN 2230 7901 (£ <N TWRI) DYINA DY) DXTA MXP DY XPIOOR Y93 DNY
(5.5-5.6 DMPR) TIRN MM 770 'R MnI12 N-5 211p yom om

Physical Review nyn anasa nnanrRy 1mnoma 7791 mMyrainn Nawnn mRXINM 11 nyamn
[26] nan nry B

D221139 97PN MIHINN YV NNVIVNVI MYNN .3

TYN2 DY ,NMVIANVI MININN HY 1Y NN MON RN NTIAYI MININD NOON IRNIN
novian ,VRH ;071079102 mYno nYapnn 1Rnnw oivn nynan it nRIN .0
,ATIAYA NRNIND NPIWNN MRXINA 2% .01 7YY Dnyinn DAInr Pa v Yy
12 NIPNI DX ,NMVIHNVI YT MITO NI HY TNV THIRY NMVIANVA OY NPT MIHINN

(6.7 7R) YOIMPN WNA PAVNA INPYLI RY DIMIAN

RN 20 NYRPNS HY NPOHNN NDMON YV IRNIN RINY (M9 RHY) YOOYRN DITH 21WMN
129Y NYTRN-TNN N2IYND THIRND 13902 0P IR PXRDYPISN pRIn naw nayna
127070 NNYANN I NYIN,NTI A¥NA NI2YNN NP HY NN . TIRN DIVP DR MI?VIND
MY NPIAN WHNIM-NY MIYaNN (6.3 11R) MIHNIMI-NY RPN RIN DINTOPHR 12ynd
,DARY 17219910 127Y YW 2N NTRA NIAIRN RN, DPRIPR DIIY 1270 YV 1Y Pnn
NN NI2YNN YV ATINNN NYOIN YV LR IIHRIRINADPR DN DIIY YV ¥ 2N
NTINNN 2XNY TIRN 217D PN ,TIRN JOP RIN 2PN NP0 IR 12TP 17 NIAY ,OIMNPN

(6.2 9VR) 1-7 ANV 217p RINY M0 Yapnn

93 28 HY NAYNN NPYRPN HY NIRTVVIR IT HY PYRINN MIVIND 2IWN ,NNVINY I1TYNA
WIAN VN TRV PYINI PIVPOHR PRI ,TINR TN THIN PIVPIR DY) DRIV N3IIRD 19TY
DIVIRN NNYANN A0 NTIVIANVN TWRI , DR .NITYNN HY HYSINN NNNA PYTI RIN T
M NIYRPNA T LY IRINN RIML,MINNDN NIINIRYD H21IN IR DYINT DINTVPIRN KV



29 WA PRVIVIRA 19D NANINN PRIPT INID NPRPN ,NYTI NNVIGNVNY 933 .PRIT
6.1 9VR) 1N HITH NINR NNV 119

VR MININD HY TMYNVN YIT IRV NOR MTY NV LY 9NPX D nYIn AT WM
mMaa Y55 amay Mayn Yya nmnon axny mIaanonm Pan ,ndTa N7vIanvn
NPRY N72YN 97 NHYanNn YA IR ,NTINN 228N XYY NN .RIN D) DT INIVIRD
D NTPN YV ,ATION RYN NIPNA .AMVIANY Y TAY ANT D DIIVIRD PN ,N0IN
17709102 NPT MYN NYapnn (skewness) M2 7PON NHYA RN NYONNI-NDN RPN
9P 19N NYNIRNAN NPIPDNIN NPVON NR 201Y 19127 1T N2IWIN AIRNIN (6.8 VR)

.M217 MMYIanva

NPONN IPNNN VRPN
DINIOPYR Y Ran 1.7

N2YTL ,5PVN MY TTYNA NIPARNAN DAIVPYR TDT ,MINR NPT MIIPHY 1Tl
M27YN1 MYNINN NPT MYSIN 1T MYSIN ,NIIPNI NINR2AN N72TIRN YV NNIR
IRNNM PPN MMOR P PXPIVIRD NNNT ,MIPIN NPYPIVIRI M3 70 OR MHYYa

.0 DN NN 1Y NININN T

MPMON MNINN1 D190 YV NITION RY NIIPN NNNT ,ININT M ITD IR Y TURI
IR YOI RY ,A1TNDNY DIMIVRY TWARN 1RY NI YV 1NN NP IR L(1P90-N2211)
238N "NYpny” NaIvnn pring HTm NIR9 92yn MayH DIpnay ,pRIND INMINL NI NNY
N0 YW MAITNONN PYIN A0 NMVIANVA (7.1 TPR) IMTN Hpwn MYa ;0”1
MIDNN HYN DNITN HPWN MY 228N P2 92PN T HY TIRN MR AXPA IR NRT Y2 YNINN

DPIINR PIN 29 HY PAPI NMVIHNVI AXPN KV MONN IR

U
A=y exp £_ﬁ]
B

T 9Y PAPIV PP RIN Y- 1RENI2 Map RN Kg ,mamarn monn nan xn U wRd

J10ynin mMnon



MINNA JNOW NPRIANPN ANIN YT HY MR IRNY 123,01 10N MIIPN INY 210 XN 1T
ITIRN NDMA TN 27 ANINA DTIPY RN DITVPIR/DIAD/DIMORD DY NTO 93 11
NIYNN SV NITIRD HRIRIVIA NR NIRNNN 7IRPIG NINY ANTINI MNVD NYRIANPD HY
DYNIPND DININN 2PN TR NRRNI NITIPYND NN HV AN NP INRY (7.3 TR)
INY PN TIY HR DIYOPN NTIPI TIT NI RN NYTN PHINDY ,ADR HRINIVIA 2avn HY

(7.4 7VR) N37INA

970 'R MY MIdNNA NI R ,AT DINNA NP0’ AYTN YN RN DNTIVPOR NINOT
28N .DNTVPORD P2 MPIN NPRPIVIRY DINWY NI [PON IRYI MO M) NN
PN NP NN ,DNTVPIRD DY NN NXTIRY WY TV IRIN NTTMIN MIHND 11D
YV VR NPT MY (IPY NNN IR YW NNN T HY) DITH HY HYNVNN NTYN YV N1W IR

.MovInn

1782 MYANM TIRN 1IN RN NIIPYNI AIIRN IMONN NNYANA TVRI D MRINY NN
,D791PDIIPN DPHNN MNADIR NN HY IRNIN RNW ,MINNN YV NHHIN NIYTN ,NTNR
M1 NPNINN MIIPN MNINRD DAV 20-1 WVPIY MTTN LJIRIY .JNT NOANMND 1NN

(7.7 9VR) 1012 5T MT0 1270 19 HY NN MYN 1Y NPT MRIN

G=G,—-Slog(t)

DYTN AP RN S A arh RN T ,737Nn0 28na mMYYInn RN GO IWRD

RIN DNIVPYRD HW MPYN THAIN ,DINR DYDY DY DHNNN NNV ,q0Na
IVITN NYAIN NI LD YV LVIR 19INRA RIN D) WNINM L,NPYTA PYNINY ANt Y]
NINM YNRVYNN PNVDNN HVY 1991 ,1MTNN HPVNN MY AXN NR NIIYNRN YV "1™
VITI ROW DTN YV ;71772 I I AYHIN MAXY NN DINIVPYR NINOTA .DMNITH YV
,2ANHYNPVYN NTY T HY NRT MYWYY 1011 ,NIIPND DR INPY NI HY 171079100 NR NIYH
NRXNI NN IWRI (MOSFET) n¥nnb 02225111 0715 01w Hw 119 nmT xranpa
990N DR NIVN WVWN NNN SV NPV NIMT 12 MIHIND DNON WYY NNNa 17 T
AN NYYY AN PTIN 19IRA HHYN MYN IMR RNIN 199 NN DINIVPHRN
L1790 PYNIN YWY ;0TI 28N WD HPYWN MY NRIPY NVTINND NPT INRY ,NMI12YINa
MR (7.9 91R) NNNN HY DTIPN TIVN 2720 PYPY NN NIV YWD NNN HY 1NN NP0

.(Memory Dip) '1701 ypw’' nRIpI 11

N7 0Y DT ARIN RY DINIOPHR 1MINOTA NPYTH ANP ANINRY TY L ynan 19IRa
R) MAINRD NPNNOTN MIIPNN 939 TN DIITINR PINN 2NNNY 9 ,NTVINVN
D900 DR NONN1 DINIVPHRN MITNONA DONWD DHNNN 2 P01 T2 Hv1a (10.1



axnN 0N DNTVPYRN DN ,DPVIMP DHONN ROR ,DIND T Y DNINY DYRIN
MNPHN NYMN T YY axny

NYHYNYOPNN NTNVIANVA P NNVIONY NNON NPIRPT 2.7

NI — "M NDY” NVIVA ATV L0 K2 ,aNT YV MIPT MW M?LIND DR 1PN IR
VY MYPNNRI (8.1-8.3 DMR) NIIINI MNVIANVY 1PV TOPIR NP0 HW YN HY !MIN
191 INRY DMR DNINDY ,DNITH 1OVM OR NYNDPNN N7IVINNVI VIYVYY NN N

ANy M) NMVIANVY

PPVN MYY NIPYTN NPINDT ,DNIVPIYR TPIIT YV MIIPNI MNTIPN MRXIND T
DIYN L1 YY I .NINN NIPNN DAY T MM MIMVINVI MVNIT NORA INRIN
191N NP IR QTN NVIANVA PN Y IMIT AXP IRIN DWTN NYHNOPN NTVIGNVY
LTI NNVIANVA IVYIY MINT MIT'TN NV LD YY .IVMYNWN NURD AN §I7I0 NNVINVY

(9.1 7R) NN NT TIRN DMV NPT 228D IRIN,IINR NNRY DINNN 218Y NNR

MHYN IRIN ITND NNVIHNVY TY MINY MNVIANVI MTTN YV NIT0 ,0N91 INY 19IRA
N2 YYNYOPNN NINVIANVY NN NIRDY MYM ,NTNVIANVN DY NIYPTN AXP YV NINNY
:(9.4 7YR) PN DITN

Soc——

T

max

DY NNVIANVA NYPD SV NDWI NP ARNIND NORN — NOR NIYNAN MRNIN MY
2191 MTIVIANY HV DNON NNV (R) 2 NIPONY NMR 1Y ,NHROPNN NIVINVN
17107970V NINYN RN TVRI (2) .09 YV NN IRDOPR MT HY NVHVWI 1D DITOPHR
"5 NYAPI DINIVPOR NPNOTI ANIRD NOPO LINHY NN NMVINNVA NNV

NN RN 1AW YROPND NIIVIONVN

VR RN NN YYD NPAXNN DR P2A0NY N2 NPXNPANPN 2NN YW MINNN T Y
MNPOY DAMTVPORN MIVARA PN R 29DN 1M NIIVIANVA NN RY DHYN NINOTH
DPNIYY INMTN Hpwn MY HY DANNI DYPN DN 99 ,NYXNANpN anIn Yo nR

axpy T 97 5 RIN D3 AR 090NN YW Daxpn nuvann P Swa T Y 911819719
[ max [ | max

DR DIRXIN DNIVPORD ,INY AN NTVIGNVY NAYNI NN TYRI .1INVWN NPT
(9.5 7R) NIYTN AXP NR VRAY 11N ,INY DPINY HRIRIVIO M72HY D77

[50] nan nRI Physical Review Letters nyn ansa nnInRY 1MONA AT P79 MRXIN

v



M0 MMVIDNVA MPVINP NPPRITY ORGP NPPRITA NAYR .3 .7

Y9N 19% L1157 MYYN 4.2) 'S DYYHN YV NNVIANYVY 2P TY DNIITN HY 90N NP
MM, Ta /29 7792 MvY AMYI9NLY NNNN NIXYI NPPNPITA NORNN :NADN NYNAN

NOR 92PN NNMVIGNY ITHN NNVIGNVI IXY DITH DN DMIPAL ,RANTD .1 NYRY
(10.4-10.6 D1R) PNYP MHYPN 150 2720

IR STPOMP T HY VPAR HY PARNH K1 17IVITNVI MYN TOIN 712V PVIY 9
.02 92/ OIMP DINM PORYP-ININ DIND — DININN W DAY’ 73 IR NYY NIIYNa

SEM mnnn 1pao , 0Nk DININA D1IpNNA NARI RY RIN PITNY ,NTN 92NN NR 1720 11
ROR ,112) 97D 'R HPA 7R DINITN KW MOUMIRIN NIANNY IR MPIIDNN .DMNXTN YV
DY DPNINN D3 HV HHVPIA NI1AN ITNONY NHTYN NATIIND NINNN PRI IR DI RIN
0" 50-3 TY DINNIND KW 701 100 TY RIN DIN HY HTIIN 70 DN DN

[(10.5 TR)

1T NTNPNRN NONMIRIN YY NDDIANA IR NNNA (TIRNIN) PNR HRMR 9179 DY TN*a
PPOM 1T DY DPRPON Y A 72N PIVPHYRY DN YV DYTIN NYann S,
MYYY NPIIPY NINIVAR INY W2 AN 11123 NP0 N2NIR HPA D) 199 AN U W5
[(10.7 91R) VN PIPYMN SR 13NN 92YM LJOPN PPPONY 92N NS NVdP T YY .1 — NRT
DINN2 IR YD ARIN MRNWNN KV VNN NN .JOPN PPPYNN TIT Y0P NNPN T HY .2
MM MIVINNV MIINA PHINY MAYTY 12 72PN NY? DPOIY MR 172 NINIRMN DYTIN

12101 MMVISNVIA YVINIPA PYNNN KR

D3N 172 DINNIN JOPN OYINRN PPN YW YT RIN 129NN NTIPI DR YIapn YT
DPPONN TIT N2YHY DN RY DINIVPHORN 121N ANVINNVA 1IN NIIWND TWRI LR
.D71°192 DYNDNI DINYY DR DTOPORA LY MPVNIPIAN NININAN YV ,INY DIVPN
229NN NTIPI NR NIV D) 1991 ,7PNIITH NPINDTY DV DR PHYT qUIN DITH YW DIV

Kahioals}aloh!



