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1 as a function of energy for three NbN films

of different disorder. The numerical results [105] were obtained for a fixed value
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Abstract

The interplay between disorder and superconductivity is a fundamental research field in con-

dense matter physics and it is the subject of this current thesis. While increasing disorder tends to

localize the electronic wave function, superconductivity tends to the opposite by forming a macro-

scopically coherent many-body state of Cooper pairs. The current thesis focuses on systems in

which increasing disorder suppresses the superconducting ground state and signals the appearance

of an insulating ground state; this is called the disorder driven superconductor to insulator transi-

tion (d-SIT). The d-SIT, being driven by a non thermodynamical parameter, manifests a prototype

of a quantum phase transition, which is on its own a fundamental research field. Increasing in-

terest in the field of the SIT in general and the d-SIT in particular, during the last three decades

yielded many experimental and theoretical results (which will be reviewed in chapter 1). However,

a detailed description of the disorder effects on superconductors and the ultimate destruction of

superconductivity at higher degrees of disorder remains elusive and controversial. Moreover, once

the SIT is achieved the detailed physical description depends on the system of choice and on the

tuning parameter of the phase transition. In principle the systems can be divided to two types:

structurally granular and structurally uniform or homogeneous systems. Introducing disorder,

however, ultimately generates a characteristic structural inhomogeneity length scale. The distinc-

tion between the two types of systems can be understood by the ability of an individual region

defined by the latter length scale to sustain superconductivity. In the current thesis we study

uniform systems, namely homogeneously disordered indium oxide (InO) thin films and niobium

nitride (NbN) thin films. These systems are indeed structurally homogeneous, however, at low

temperatures they share many electrical properties with granular systems. The breakdown to non-

homogeneous electrical behavior is not shared by all homogeneous systems with a superconducting

ground state; thus the description of the studied system should include more details than merely

the structural properties. A possible additional key ingredient to properly classify the systems is

the electron carrier density. For both InO and NbN systems employed here the electron carrier

density is significantly lower than the case of normal metals.

Practically, the d-SIT can be tuned in various methods. Our prime tuning parameters of the d-

SIT are varying the system chemical composition, which is determined during the films deposition

process, and reducing the static disordered potential by sequences of annealing processes. Another

method to drive the d-SIT is by varying the thickness of the film.

We performed a number of experimental methods designed to study the behaviour of the

superconducting energy gap, Δ, through the d-SIT. First, we performed tunneling measurements

on insulating and superconducting InO thin films. Surprisingly, the tunneling density of states of

the insulating sample was similar to the superconducting sample; specifically, a superconducting

energy gap appeared in the insulating sample. Moreover, the value of the superconducting energy

gap, extracted from the tunneling spectra of both of these systems, was found to be almost identical.

The existence of such superconducting correlations in a sample that macroscopically exhibits an

insulating behaviour implies that electrical inhomogeneity exists over small length scales in these

structurally homogeneous films. In fact, this is exactly the situation in structurally granular films.

A second experimental method we employed was Terahertz (THz) optical spectroscopy. We

performed measurements on thin films of NbN and InO with different degrees of disorder span-

ning the d-SIT. Traditionally the conductivity of disordered s-wave superconductors was probed by
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various dc measurements; though, recently a few groups employed microwave measurements which

essentially probe frequencies below the superconducting energy gap. In this respect, the THz op-

tical spectroscopy provides a novel experimental approach to the research field of the d-SIT. This

well known optical measurement is frequently employed in various fields such as high-Tc supercon-

ductors, however, it was never used to study disordered s-wave superconductors, particularly near

the quantum phase transition. Based on the fact that the dc and the optical measurements essen-

tially probe different physical quantities, though both are ultimately linked to the same models,

comparing their results is bound to yield new insights on the physical nature of the d-SIT. Indeed,

one example stemming from such a comparison is the observation that Coulomb interactions play

a major role in disorder superconductors near the d-SIT. In fact, we were able to show that the

SIT itself may be tuned by varying the strength of Coulomb interactions.

The photon energy spectrum of the THz system covers the vicinity of the superconducting

energy gap, thus allowing to directly measure its value. Indeed we observed the superconducting

gap develops as expected from the BCS theory on superconducting NbN films far from the d-SIT.

However, with increasing disorder and approaching quantum criticality, both superconducting films

of NbN and InO exhibit significant deviation from the BCS expressions and from corresponding

tunneling measurements. Optical spectroscopy is sensitive to the lowest energy excitation mech-

anism. Hence, these results indicate that another mechanism sets in at energies lower than the

superconducting energy gap. We attribute this mechanism to amplitude collective modes, also

known as the Higgs mode (relevant in high energy physics). This experimental result is found

to be in good agreement with recent theoretical calculations of the Higgs mode near quantum

criticality.
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Chapter 1

Introduction

Since the early days of solid state physics a detailed physical description was developed for crys-

talline materials. However, in reality crystallites are the exception rather than the rule. Disorder

exists in various degrees, ranging from a few impurities to glassy structures. The theoretical models

for the electronic properties of solids stemming from ordered materials (e.g. Boltzmann transport

equation) failed to describe disordered materials, emphasizing the necessity for a new approach.

According to the traditional view, impurities or spatial random potential variation increases the

scattering rate and reduces the mean free path, however, the electrons wave function remains ex-

tended over the entire sample. In 1958, Anderson[1] showed that quantum diffusion of electrons

in a random potential is suppressed due to interference effects. In other words, increasing disor-

der spatially localizes the electronic wave function in the vicinity of the Fermi level, so that the

electronic wave function Ψ follows |Ψ| ∼ exp(|r− r0|/ξ), where ξ is the localization length. Conse-

quently, at some critical degree of disorder, dc conductivity at zero temperature is impossible, thus

forming an insulating ground state, known as Anderson insulator. The existence of such localized

electronic states around the Fermi energy distinguishes Anderson insulator from band insulator. In

the latter case the highest occupied energy band formed in an ordered material is completely full.

In order to conduct, such a band insulator requires an energy equal to the difference between the

occupied band and the next unoccupied band. About ten years later, Mott[2] introduced the con-

cept of mobility edge which separates energetically the localized states from the extended states.

The relative location of the mobility edge (Ec) compared to the Fermi energy (Ef ) determines

whether the system is a conductor (i.e. Ef > Ec) or an insulator (i.e. Ef < Ec). At low tem-

peratures, Anderson insulators conduct by hopping mechanism, where the electrons hop or tunnel

between localized states. The latter mechanism is also known as variable range hopping (VRH).

The temperature dependence of the resistance in the VRH regime is characterized as follow:

R(T ) = R0exp(T0/T )
ν (1.1)

where R0 is a prefactor, T0 is a characteristic temperature and ν is a characteristic exponent the

value of which distinguishes different conduction mechanism. Since the hopping conduction occurs

between localized states around the Fermi level, the details of the density of states around it is

an important consideration in determining the temperature dependence of resistance. Mott[3, 4]

considered a constant density of states and showed that ν = 1/d+1, where d is the dimensionality

of the system and T0 = 3/kBN(Ef )ξ
2, where kB is Boltzmann constant, N(Ef ) is the density of
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states near the Fermi energy and ξ is the localization length. Efros and Shklovskii[5] showed that

Mott’s a priori assumption of a constant N(Ef ) is not applicable if Coulomb interactions between

the electrons are taken into account. They showed that at low temperatures Coulomb interactions

cause a depletion in N(Ef ). Subsequently they derived a different value for the characteristic

exponent of Eq.1.1: ν = 1/2, which does not depend on dimensionality, and a characteristic

temperature: T0 = 2.8e2/4πεkBξ, where ε is the material’s dielectric constant. In general the

theory of electron-electron interactions in disordered systems was adequately derived only in the

two extreme limits. In the high disorder limit Efros and Shklovskii showed that the suppression

in the density of states, known as the Coulomb gap, depends on the systems dimensionality and

follows:

D = 2 : δN ∼ |V | (1.2)

D = 3 : δN ∼ V 2 (1.3)

Where the reference point for the energy V is the Fermi level. In the weak disorder limit the elec-

trons are not localized, however, Coulomb interactions modify the electronic properties. Altshuler

and Aronov[6] calculated a logarithmic corrections for the conductivity, i.e. R ∼ lnT , and for the

density of states1:

δN ∼ −ln(V ) (1.4)

An important milestone in the research of disorder electronic systems is the scaling theory. The

essential hypothesis of the scaling theory is that close to the transition between localized and

extended states, there is only one relevant scaling variable. This variable is sufficient to describe

the critical behavior of the dc conductivity on the metallic side and the localization length on the

insulating side. According to the scaling theory, in two dimension or lower and at large enough

length scales, only localized behavior is possible. A detailed description of the scaling theory is

beyond the scope of the current work and can be found elsewhere, e.g. ref.[7] and references therein.

1.1 Superconductivity and disorder

At low temperatures some materials retain a superconducting rather than a normal metal ground

state. The celebrated theory that microscopically describes the superconducting phase was brought

forward by Bardeen, Cooper and Shrieffer[8] (BCS). Alternatively, in the Ginzburg-Landau phe-

nomenological theory, the superconducting state can be characterized by a complex order param-

eter:

Ψ(r) ∝ Δexp(iφ(r)) (1.5)

where the value of the energy gap that develops around the Fermi energy is given by Δ and φ is

the phase of the order parameter2. The rearrangement of the density of states reflects the binding

of electrons from the vicinity of the Fermi energy into Cooper pairs with a binding energy of

2Δ. One important length scale in the superconducting phase is the coherence length, ξ, which

roughly defines the size of the Cooper pairs and is given by: ξ0 ∼ h̄vF /Δ, where vF is the Fermi

1The exact expression for 2D, where the thermal length is larger than the thickness of the sample, can also be
found in Eq.(3), paper 6.1.

2Rigorously, G-L theory gives Ψ(r) = Aexp(iφ(r)), where |A|2 is the local density of superconducting electrons,
ns(r). However, Gorkov[9] showed that, in conventional s-wave superconductor, the order parameter A of the G-L
theory is proportional to the pair potential or energy gap Δ. At the same time this proves that the effective charge
equals 2e and the effective mass equals 2m, representing the Cooper pairs from the microscopic BCS theory.
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velocity. Typical values for the superconducting coherence length are in the range of a hundred

nanometers. In principle, the BCS model is applicable as long as ξ >> (g0Δ)−1/3, where g0 is the

density of states at the Fermi level. The effects of disorder on a system with a superconducting

ground state was first studied by Anderson[10] in the late 50’s. Explicitly ignoring electron-electron

interaction, Anderson claimed that the introduction of nonmagnetic impurities does not lead to a

substantial change in the superconducting properties and in particular the transition temperature,

TC . Experimentally, it was realized already on the 70’s that increasing disorder does eventually

suppress the value of TC . Strongin et al.[11] measured the transport properties of Pb and Bi,

deposited on various substrates, and found a dramatic decrease in TC with decreasing thickness
3. A systematic reduction in TC as a function of thickness and/or chemical composition was

later observed[13–15] in structurally uniform disordered MoGe films4. Later, similar results were

also obtained in structurally uniform films of InO [16–19], NbN [20], T iN [21] and others. In

fact, the termination of the superconducting state due to increasing disorder is not limited to any

specific set of systems; including structurally granular s-wave systems(e.g. ref.[22]) and high TC

superconductors (e.g. ref.[23–25]). Clearly Anderson theorem had to be modified in the case of

highly disordered films. Indeed, several theoretical models for the d-SIT were brought forward over

the last three decades, each model emphasize different aspects. The theoretical approaches can be

divided to three: (1) Bosonic model, (2) Fermionic model and (3) induced electrical inhomogeneity.

The difference between the first two fundamental models can be formulated using the complex

order parameter defined in Eq. 1.5. In the absence of current the phase of the order parameter, φ,

remains constant inside the superconductor, thus reflecting the existence of quantum correlations

between the electron pairs. In the presence of fluctuations the superconducting state holds until the

correlator G(r) =< Ψ(r)Ψ(0) > (The angular brackets indicates averaging over the quantum state

of the system) tends to a finite value with increasing |r|. In the Fermionic picture TC vanishes with

increasing disorder and following the BCS theory Δ becomes zero at the phase transition point,

consequently φ becomes meaningless. In the Bosonic picture the correlator can be made vanishing

at a nonzero Δ by the action of phase fluctuations of the order parameter. The next section provide

a more detailed description of these theoretical models and the relevant experimental observations.

1.2 Theoretical models for the SIT

In this section the various theoretical models for the quantum phase transition[26] of the SIT,

namely the Fermionic, the Bosonic and the disorder induced electrical granularity, are reviewed.

It is important to note that there is no one complete theory that successfully predicts all the

observed experimental results. The latter fact reflects the various system properties and the var-

ious SIT tuning parameters which ultimately result in a different physical nature of the quantum

phase transition. Each theoretical model emphasizes different aspects and may fit the observed

experimental results in some cases while it fails in others.

3Though in some cases (e.g. Al) this trend was following an opposite trend in slightly thicker films; they
associated this phenomena to surface effects shifting the electron-phonon coupling to larger values due to lowering
of the phonon frequencies. See ref.[12].

4The films were found to be amorphous and homogeneous on length scales compared to the supercodncuting
coherence length by x-ray and TEM inspection.
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1.2.1 Fermionic model

The effective attractive interaction between the electrons in a superconductor is the result of a

competition between an attractive electron-phonon mediated interaction and a repulsive electron-

electron interaction. Experimentally TC was found to decrease with increasing disorder. Initially

this change was attributed to the weakening of the electron-phonon interaction, however, later

it become clear that disorder has a strong effect on the electron-electron interaction. The latter

point is the essence of the Fermionic model which relies on the reduction of the density of states

and the renormalization of the Coulomb or electron-electron interaction strength. Consequently,

increasing disorder is predicted to reduce the value of TC . One of the earliest theoretical work in

this direction was brought forward by Maekawa and Fukuyama[27] (MF), who predicted the effect

of disorder in 2D systems on TC . 2D is realized when the diffusion length is restricted to 2D,

i.e. h̄Dq2 > kBT . MF perturbation-theory yielded an expression for the reduction of TC from the

clean limit TC0, written as follow:

ln

(
TC

TC0

)
=

1

2

g1N(0)e2Rsq

2π2h̄

[
ln

(
5.5

ξ

l

TC0

TC

)]2
− 1

3

g1N(0)e2Rsq

2π2h̄

[
ln

(
5.5

ξ

l

TC0

TC

)]3
(1.6)

where Rsq is the resistance per square, g1N(0) is the effective coupling constant (expected to

be of the order unity), ξ0 is the coherence length and l is the mean free path. The two terms

describe the reduction of the density of states and the correction to the electron-electron interaction,

respectively. Finkel’stein[28] showed that in case of Rsq > 0.5kΩ further corrections, beyond the

MF theory, are required. He predicted the following expression for the reduction of TC :

ln

(
TC

TC0

)
= γ +

1√
2r

ln

(
1/γ + r/4−√r/2

1/γ + r/4 +
√

r/2

)
(1.7)

where γ = ln(h̄/kBτTC0) (τ is the scattering rate) and r = Rsqe
2/(2π2h̄). Here the reduction

of TC due to disorder-enhanced Coulomb interactions is tuned by one fitting parameter, i.e. γ.

Several experimental results, measuring the reduction of TC as a function of disorder, exhibit good

agreement with the Fermionic model, as shown in Fig. 1.1. Typical values for the fitting parameter,

γ, are: 6.8 (ref.[29]) and 6.2 (ref.[30]) for T iN , 8.2 (ref.[28]) for Mo79Ge21.

1.2.2 Bosonic model

In the Bosonic model superconductivity is destroyed by phase fluctuations of the order parameter,

defined in Eq.1.5. As was mentioned previously the destruction of a global phase coherent state

does not necessary require that Δ → 0 all over the sample. In fact, the persistance of Cooper

pairs on the insulating side of the SIT is a fundamental property of the Bosonic model, where the

transition may be described by a model of interacting bosons in the presence of disorder. Here,

both the Cooper pairs and the (core-less) vortices are treated as quantum mechanical objects which

obey Bose statistics. Fisher et al.[31] suggested a scaling theory and later a phase diagram[32],

shown in the inset of Fig. 1.2, for describing the SIT in 2D systems as a function of temperature,

disorder and magnetic field[33]. In this Bosonic picture the superconducting phase is characterized

by itinerant Cooper pairs and localized vortices and vice versa in the insulating phase. At the

transition point both Cooper pairs and vortices are itinerant, this leads to a finite resistance. The

scale of fluctuations on either side of the SIT is set by a diverging correlation length ξ ∝ δ−ν
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Figure 1.1: (a), amorphous and homogeneous thin MoGe films prepared at ambient temperatures
with various compositions. Figure shows the normalized critical temperature, TC/TC0 versus Rsq

for various compositions, with a fit to Maekawa and Fukuyama theory. Adopted from ref. [13]. (b),
the same experimental results on thin MoGo film with a fit to Finkel’shtein expression. Note that
this fit is better than MF prediction for Rsq > 0.5kΩ. Adopted from ref. [28]. (c), homogeneous
T iN films deposited by atomic layer chemical vapor deposition onto a Si/SiO2 substrates. Figure
shows the reduction of TC (blue diamonds) for several films with different nominal thickness,
ranging from 3.6nm to 5.0nm. The solid blue line is a fit to Finkel’shtein expression. Adopted
from ref. [30].

and a vanishing characteristic frequency Ω ∝ ξ−z. Here δ is the deviation from the critical point

δ = |K − Kc|, where K is the control or tuning parameter (e.g. disorder, thickness, magnetic

field, etc.) which drives the system through the transition, Kc is the critical value of K at the

transition, ν is the correlation length exponent and z is the dynamical critical exponent. The

exponents ν and z determine the universality class of the transition. They do not depend on the

microscopic details of a specific studied system, but on its dimensionality, the symmetry group

of its Hamiltonian and the range of interactions between the bosonic electron pairs and vortices.

The Bosonic model mentioned above predicted specific values for the critical exponents ν and z

and a universal value, namely the quantum resistance of electron pairs: h/4e2 ∼ 6.4kΩ, for the

critical resistance at the transition point. Experimentally, a scaling analysis of the magnetic-field

driven SIT on InO [17] and MoGe [15] found critical exponent values which are consistent with

the theory. A partial summary of experimental results from different electronic systems is shown in

Fig. 1.2. The investigation of the thickness tuned transition in ultrathin films, like Bi [34] yielded

similar values for the critical exponents . Moreover, in the late 80’s the predicted critical value

of the resistance at the transition point was experimentally observed in ultrathin amorphous Ga

[35], Bi [36] and granular Sn, Pb, Ga and Al [37, 38] films as a function of thickness. The later

results were performed by measurements sequences on quench condensed films, where the material

is evaporated onto substrates held at low temperatures.

However, the agreement between the Bosonic model and the experimental results is far from

being a general rule. Later investigation[40] of the magnetic field tuned SIT in Bi films yielded crit-

ical exponents which significantly differ from the theoretical prediction. The existence of universal

critical resistance at the transition point of the SIT was also questioned. A later measurement

on uniform quenched condensed Bi [41] films and thermally evaporated uniform PbBi [42] films

revealed a critical resistance which was significantly higher than h/4e2. Similar discrepancy was

also found in the case of MoGe [15], while the magnetic-field tuned SIT agreed with the Bosonic

theory, the critical resistance at the transition point was found to be sample dependent, as shown

in Fig. 1.2. In an attempt to bridge between the latter experimental results and the Bosonic

theory, a phenomenological two fluid model, i.e. normal electrons and superconducting electron
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Figure 1.2: Magnetic field tuned SIT in 2D homogeneously disordered and amorphous films. The
figure shows the experimentally observed critical conductance in units of the quantum conductance,
4e2/h, versus the critical field (defined as the point were the different isotherms of Rsq(B) coincide)
at the transition normalized by HC2(0) (the mean-field upper critical field at T = 0) in MoGe
(open circles and squares), Ta (full circle), InO (diamonds, full triangles and squares). The solid
line is a guide to the eye. The × denotes a possible critical point between a transition to a Bose
insulator and a transition to a Fermionic metal system (see ref.[39] for more details). The inset
shows the generic phase diagram proposed by Fisher[32]. Adopted from ref.[39].

pairs, was considered. By estimating separately the two distinct fluids, the contribution of the

Cooper pairs to the resistance at the SIT was found to be of the order of h/4e2.

1.2.3 Disorder induced electrical inhomogeneity

The notion of induced electrical inhomogeneity in a scale which is larger than the underlaying

disorder scale constitutes a different theoretical approach to describe the d-SIT. This idea was

first brought forward as an interpretation to the measured data in a few experiments[15, 43]. Sub-

sequently a theoretical background was constructed. In 98’ Ghosal, Randeria and Trivedi[44]

modeled a 2D disordered s-wave superconductor by an attractive Hubbard model with on-site dis-

order. Their most important conclusions were that the spectral gap in the one-particle density

of states, accessible in a tunneling measurement, survives at large degrees of disorder and in a

form of emerging superconducting ’islands’, as seen in Fig. 1.3(a)&(b). Moreover, their numerical

results suggest that even in the weak coupling case, with the superfluid stiffness5 being much larger

than the spectral gap, Δ is not spatially homogeneous in scales larger than the coherence length.

Increasing disorder, however, destroys the global superconducting state with the demise of the long

range order parameter; which follows the spectral gap in low disorder but deviates from it with

increasing disorder. Being aware of Valles et al. tunneling results[41] (seen in Fig. 1.10(a)), where

the spectral gap vanished with increasing disorder, they assumed that Coulomb interactions, which

are not properly incorporated in their model, may cause the apparent discrepancy between theory

and experiment (as mentioned previously, Coulomb interactions play a key role in the Fermionic

model and are expected to have a growing effect with decreasing carrier density). With a fur-

ther development in their theoretical model[46] they predicted that the spectral gap in the total

5The superfluid stiffness is the required energy scale to induce phase slips in the superconducting order parameter.
See also ref.[45] where a special theoretical treatment is given for the evolution of this energy scale as a function of
disorder
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density of states not only persists in the insulating phase, but also increases with increasing dis-

order. Another theoretical paper which was published on the same year by Shimshoni et al.[47]

delivered a similar concept of induced electrical inhomogeneity. This theory relied on the experi-

mental results[15] on homogeneously disordered superconducting MoGe that suggests a resistive

response at T = 0. Other theoretical work[48, 49], based on Ginzburg-Landau functional and on

attractive Hubbard model, reached a similar picture in which high disorder can evoke spatially

inhomogeneous superconducting state in a structurally homogeneous system.

Figure 1.3: (a), numerical results which predict an emergent electrical inhomogeneity, employing
an attractive Hubbard model with on-site disorder. Left panel: Egap/t and ΔOP /t versus V/t,
where Egap is the spectral energy gap, ΔOP is defined by the spatial correlation of energy gap, V
represents the degree of disorder and t is the near-neighbor hopping strength. Note that the two
curves coincide for small V but gradually differ at large disorder. upper right panel: gray-scale plot
showing the spatial variation of the superconducting energy gap for V = t and V = 2t. Adopted
from ref.[44]. (b), quantum Monte Carlo simulations which take into account both inhomogeneous
amplitude variation and phase fluctuations. The figure shows the single particle density of states
as a function of energy (ω) and disorder (V ). Note that the superconducting gap survives across
the d-SIT and its magnitude, Δ, becomes even larger deeper in the insulating side. Adopted from
ref.[50]. (c), numerical results based on an attractive Hubbard model with disorder and a finite
perpendicular magnetic field. Adopted from ref.[49].
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1.3 Experimental review

In the current section the transport, tunneling and finite frequency experimental results on disorder

films near the SIT are reviewed. The focus here is on homogeneously disordered thin films that

undergo the d-SIT like InO, NbN and also T iN ; all share several properties and experimental

observations. The question whether the transition from a superconducting state to an insulating

state is a direct one or via a metallic intermediate state seems to be material dependent. Varying the

disorder in InO or T iN thin films never revealed such an intermediate or temperature independent

resistance state while crossing the d-SIT6. On the other hand, in some materials a normal metal

state is clearly observed once superconductivity is destroyed, for example in amorphous thin films

of NbxSi1−x [52]7, Granular Al (see ref.[53] and references there in) and Bi [36]. Given the

emergent inhomogeneous electronic nature of these films at low temperatures, as will be further

elaborated through the text, comparing structurally uniform and structurally granular films is

an important first step. Introducing disorder is bound to yield inhomogeneity on some length

scale. Assuming that the inhomogeneous length scale exceeds the atomic spacing, it defines a

characteristic granule length, d. The relevant theoretical model, uniform or granular, is primarily

determined by the possibility of the generation of a superconducting state in one granule taken

separately, irrespective of its environment. For this to occur, it is necessary that the average spacing

between the energy levels of electrons inside the granule will be less than the superconducting gap

Δ, i.e. δε = (g0d
3)−1 < Δ, where g0 is the density of states at the Fermi level and d3 is the average

volume of one granule. Hence, the relation δε = Δ determines the minimum size of an isolated

granule (i.e. dcritical = (g0Δ)−1/3). For grains smaller than this critical value the film should not

be regarded as granular in our context. For grains larger than dcritical local superconductivity

is expected below the critical temperature. In the latter case there are two important energy

scales, namely the charging energy (EC) and the Josephson coupling (EJ) between the grains. EC

represents the required energy to inject an electron into the grain; increasing the grain size reduces

EC and vice versa. EJ represents the strength of the superconducting correlations between the

grains; increasing the intergrain spacing reduces EJ and vice versa. Hence, the ability to form a

macroscopic coherent state in a granular system depends on the intergrain spacing.

1.3.1 Transport

In 2003, Frydman[22] investigated the transport properties of granular and uniform Pb films span-

ning the SIT. The Pb were quenched condensed onto SiO substrate (and a thin layer of amorphous

Ge), yielding a structurally granular (uniform) system. Indeed, these two types of systems lead

to different R(T ) behaviors across the SIT. In the granular case, where each individual grain can

sustain bulk properties of superconductivity, phase fluctuations between the grains can lead to an

insulating R(T ) where the Josephson inter-granular coupling is weak. Regardless of the ground

state of the granular system the R(T ) dramatically changes at the exact same temperature, which

equals the bulk TC of Pb films. Another interesting feature that seems to be shared by such struc-

turally granular films is the non-monotonous (namely a local minimum, or reentrance) shape of the

resistance versus temperature curves[35, 54]. Evidently, the reentrance indicates the delicate bal-

ance between two opposite phenomena. On the one hand, the formation of local superconductivity

6In NbN systems it is not clear whether the transition is direct or indirect, see for example the resistance versus
temperature curves in ref.[51]

7Where the the phase transition from a superconducting state via a metallic state to an insulating state was
measured as a function of decreasing Nb concentration.
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and on the other hand the coupling between these local grains. In the uniform system the situation

is quite different. TC seems to decrease with decreasing thickness (or increasing disorder) until

it dwindles to zero and an insulating phase emerge; indicating that the global and homogeneous

superconducting order parameter gradually decays. In the insulating side of these uniform metallic

films there is no immediate change in the R(T ) curves at some specific temperature.

Figure 1.4: Resistance versus temperature for sequential layers of granular Pb (left panel) and
uniform Pb (right panel). The different curves corresponds to different nominal thickness. Adopted
from ref. [22].

Increasing disorder reduces the value of TC ; in homogeneously disordered and amorphous InO

systems once TC vanishes an insulating ground phase emerges. Fig. 1.5(a) shows the resistance per

square versus temperature, Rsq(T ), curves of a few InO films spanning the SIT. Both the chemical

composition (determined during the evaporation process) and the static disorder (may be reduced

by annealing processes) were tuned to span the SIT. Interestingly, once the SIT is crossed into the

insulating side the resistance versus temperature of the InO films follows a peculiar form. Instead

of following Eq.1.1 with a stretched exponential (e.g. variable range hopping: ν = 1/4, or Efros

Shklovskii: ν = 1/2) the Rsq(T ) follows a simple activated behavior or Arrhenius law, i.e. ν = 1

so that:

R(T ) = R0exp(T0/T ) (1.8)

with a certain activation energy, T0. With a further increase of the degree of disorder the Rsq(T )

acquires the familiar Mott variable range hopping. Fig. 1.5(b)&(c) shows the variation of TC (in

the superconducting side) and T0 (in the insulating side) as a function of disorder across the SIT in

3D InO films. The activation energy seems to increase from ∼ 0.5K (∼ 0.04meV ) up to T0 ∼ 7K

(∼ 0.6meV ). In a subsequent study[43] on the 2D version of InO films the observed values of T0

reached8 ∼ 15K (∼ 1.3meV ). The disorder here is characterize by the dimensionless parameter

kF l (kF being the Fermi wavevector and l the mean free path) obtained from room temperature

resistivity and Hall effect measurements using free electron expressions9. However, characterizing

the disorder by the parameter kF l for such disordered films (where apperently kF l < 1) is a bit

ill defined since l can no longer be considered as a semiclassical mean free path (acquiring values

which are less than the interatomic spacing). Indeed, it was later shown experimentally[56] that

by itself, kF l is not a proper parameter to define the degree of disorder. A more suitable parameter

8for films with similar kF l values
9kF l = [(3π2)2/3h̄(Rroom−T

H )1/3]/[ρroom−T e5/3] see ref. [55].
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in 2D systems is the resistance per square, Rsq.

Figure 1.5: (a), resistivity and resistance per square, Rsq, versus temperature of several InO
samples. Note that the value of the Rsq(T ) at the SIT point is much larger than h/4e2 (as
discussed in the context of the Bosonic model). Adopted from ref. [16]. (b), logR versus 1/T (K)
of several InO samples, the linear curves exhibit the Arrhenius or simply activated behavior of
resistance; the values of the activation energy extracted from these sort of graphs are shown in
panel (c). (c), the superconducting critical temperature, TC , and the activation energy T0 for InO
films with a superconducting and insulating ground state, respectively. Adopted from ref. [19].

The observed simple activated behaviour of resistance versus temperature can not be reconciled

with conduction mechanisms known to lead to simple activation such as nearest neighbor hopping

or hopping to a mobility edge. The fact that these electronic systems are amorphous also rules

out the possibility that T0 represents the band gap of the emerging insulating phase. The physical

nature of the activation energy is still in debate. A possible suggestion relying on the Bosonic or

disorder induces granularity models characterize T0 as the energy required for tunneling between

superconducting islands. In 1994, Kowel and Ovadyahu [43] argued that the origin of the simply

activated resistance indeed results from superconducting inclusions within an insulating matrix, as

observed in structurally granular systems of macroscopic insulators which contain microscopical

superconducting grains [57]. They also estimated the size of these inclusions to be in the order of

100Å ∼ 200Å.

This general trend of the Rsq(T ) across the SIT is not a unique property of InO. As seen in

Fig. 1.6(a), T iN films with different thicknesses spanning the SIT also exhibit similar properties.

The latter figure also emphasizes the negligible difference in the resistance between the ”weakest”

superconducting sample and the ”weakest” insulating sample; in both cases it is not possible to

distinguish between the two by knowing the resistance at high temperatures or even slightly above

TC . Another system that can be driven through the SIT by increasing disorder is thin NbN films.

Fig. 1.6(b) shows the resistivity versus temperature for various NbN films characterized by kF l

(here the values of kF l are larger than in the case of InO). The insulating phase of such NbN

systems is not explored enough in the context of the current work.

All the three systems discussed in this section, namely InO, T iN and NbN , are considered

homogeneous in the sense that no small structurally defined regions can sustain superconductiv-
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Figure 1.6: (a), left panel: Rsq versus temperature for a few T iN films spanning the d-SIT. upper
right panel: log(Rsq) versus 1/T (K) for three insulating samples. lower right panel: log(Rsq)
versus 1/[T (K)]1/2 for the same three insulating samples. Adopted from ref. [21]. (b), resistivity
versus temperature for several NbN spanning the d-SIT. Adopted from ref. [20].

ity. However, as was already mentioned these films can progressively develop an inhomogeneous

electronic behavior. In 2008, Kowel and Ovadyahu[58] measured the transport properties of ho-

mogeneously disorder InO samples with various lateral sizes and aspects ratios. Interestingly, the

transport properties in general and the sheet resistance at the transition in particular, were found

to be size dependent on mesoscopical length scales. Fig. 1.7 shows the transport behavior between

differently distributed contacts deposited on top of the thin InO film. As clearly seen, the activa-

tion energy, T0, decreases as the distance between the contacts is decreased. Moreover, as seen in

the lower panel, at smaller distances between the contacts the resistance can no longer be described

as simply activated. In fact the resistance seems to gradually decrease, signaling the appearance

of superconductivity. In other words, over short distances the sample superconducts while over

longer distances the sample behaves as an insulator. These results can be readily understood if

one considers inhomogeneous electronic nature on some length scale. Hence, where the distance

between the contacts approaches the inhomogeneity length scale, the R(T ) curves become scale

dependent.

Other experimental results on InO also implies that an inhomogeneous electrical nature de-

velops near the SIT. Current jumps were observed[59] in the current versus voltage curves on

insulating InO bordering the SIT. These small jumps may indicate that the electrons transport

via percolative paths between the contact electrodes. Similar results were obtained in a two

dimensional array of inhomogeneously distributed quantum dots. Little-Parks oscillations were

observed[60] in an insulating InO system patterned by a nanoscale periodic array of holes. The

existence of superconductivity together with a macroscopic transport measurement that shows an

insulating R(T ) behavior may also indicates the existence of isolated superconduting islands em-

bedded in an insulating matrix. It is interesting to note that similar experimental results, were

also obtained[61, 62] on Bi films10 spanning the SIT by varying the film’s thickness.

Employing magnetic field provides an important experimental knob to investigate the electronic

10Initially it was claimed that these Bi films, deposited on a thin Sb layer, were uniform. However, a subsequent
study questioned the uniformity of these films.
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Figure 1.7: (a), scanning electron micrograph of a 0.9μm long amorphous InO sample. The width
of the sample extends far beyonf the range shown in the image (∼ 500μm). (b), logR versus
1/T (K) of an as prepared (upper panel) and thermally annealed (lower panel) InO samples with
various distances between the contact electrodes. Note the gradual change in the activation energy
with the distance between the contacts. (c), electron diffraction pattern of as prepared InO film
showing only amorphous rings, in particular, the < 110 > and < 103 > diffraction rings of the
crystalline version are not observed. Adopted from ref. [58].

nature of films. A non-monotonous magneto-resistance curve on homogeneously disordered InO

and T iN [21] films has been reported by several groups. In particular, Sambandamurthy et al.[63],

studied disordered InO films (prepared in a similar fashion to all InO films reported in this thesis),

measured a huge magneto-resistance peak by employing parallel magnetic field. Such a behviour

was not previously observed on ultrathin (quenched-condensed) films which exhibit the SIT. Dubi

et al.[64] suggested a phenomenological model that relies on the assumption that disorder induces

electrical granularity in these structurally homogeneous samples due to fluctuations of the super-

conducting order parameter amplitude11. The theoretical results fit perfectly to the experimental

data, as seen in Fig. 1.8. The shape of the magneto-resistance curves is determined by the charg-

ing and coupling energies of the induced superconducting islands, i.e. EC and Ej , respectively.

Increasing the magnetic field from zero reduces the size of these islands, thus increasing EC and

reducing EJ ; consequently results in a positive magneto-resistance. With a further increase in B-

field the percolation through normal state regions becomes favorable over the percolation through

these islands. At this regime the superconducting islands only hinders the conductivity, thus a

further increase in B-field reduces the resistance (by reducing the average size of the islands).

Dubi et al. further argued that the origin of the simple activated energy, i.e. Eq.1.1 with ν = 1,

is the average energy cost of Cooper pairs to percolate between the superconducting islands. It

is also important to note that in structurally granular thin films, exhibiting the superconductor

to insulator transition, no significant magnetoresistance is observed12 (e.g. in Ga films mentioned

above, see ref. [35]).

11This theoretical approach was further developed in a more rigorous manner, where the correlation between the
created islands were calculated, see ref. [65].

12One exception to that statement is granular aluminum, where a magnetoresistance peak was observed[54] in
films spanning the transition.
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Figure 1.8: (a), The phenomenological model brought forward by Y. Dubi et al. [64] to describe
the nature of the experimentally observed non-monotonous magneto-resistance. The thin film is
modeled by a square lattice, where each site can be either normal with probability p, or super-
conductor, with probability 1− p. Figure shows the numerical results as a function of probability
p for different temperatures, qualitatively compared to the experimental results [63] (inset). (b),
The activation energy T0 obtained from the numerical calculation and from the experimental data
(inset). Lower inset: an Arrhenius plot of the resistance as a function of temperature for a specific
value of p. A deviation from an activated behavior is clearly seen.

1.3.2 Tunneling

Tunneling measurements provide a direct way to measure single particle density of states around

the Fermi energy. The current that flows or tunnels between a normal metal through a thin

insulating layer into the studied sample is proportional to the convolution of the density of states

of both the normal metal and the studied sample. Assuming a constant density of states for the

normal metal, the tunnel current is given by: I(V ) ∼ ∫∞
−∞ Ns[f(E)− f(E + V ))]dE, where Ns is

the density of states of the studied sample and f is the Fermi distribution.

Introducing disorder in an electronic system may lead to significant effect on its density of

states. The effects of electron-electron interactions in disordered electronic systems were treated

adequately mainly in the two extremes, i.e. the weak and strong disorder limits. In the weak disor-

der limit, Altshuler and Aronov[6] found that electron-electron interactions produce a logarithmic

suppression in the density of states around the Fermi energy (Eq.1.4), also known as zero bias

anomaly (ZBA). The transport properties are also modified and expected to follow a lnT behav-

ior [7]. On the other hand, in the strongly disordered regime, Efros and Shklovskii[5, 66] showed

that electron-electron interactions results in stronger suppression of the density of states (Eq.1.2

& 1.3), also known as the Coulomb gap. The shape of which depends on the dimensionality. In

a 2D systems the density of states is expected to be linear with energy, G ∼ |V |. The transport

properties are expected to follow Eq. 1.1 with a critical exponent equals to ν = 1/d+ 1.

Butko et al.[67] investigated the evolution of the tunneling density of states as a function of

disorder in a uniform and amorphous (verified by electron diffraction measurements and atomic

force microscopy) 2D (1.5 to 2.0nm) Be films. As seen in Fig. 1.9, at relatively low disorder the

tunneling density of states follows Altshulr-Aronov expression (Eq.1.4). Increasing the disorder

strengthen the depletion around the Fermi level until the expression of the strong disorder limit is

observed (Eq.1.2). It is interesting to note that the least disordered sample superconducts at low

temperature; in that case Δ was observed at the expected low energies, superimposed on the broad

logarithmic depletions in the density of states. These experimental results were later questioned.

Performing a tunneling measurement requires a metallic electrode adjacent to the studied sample
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(see methods section). The metallic electrode may screen the electron-electron interactions in the

studied sample and consequently alter its density of states. The criticism of this work focused on an

inherent problem in performing tunneling measurements to measure the effects of electron-electron

interactions.

Figure 1.9: Tunnel conductance, G, normalized to G = 15mV for Be films at T = 50mK and re-
sistances of R = 530Ω, 2600Ω, 16000Ω and 2.6MΩ (top to bottom). The two least resistive samples
superconducted with TC = 0.55K and TC = 0.33K; in order to wipe the effect of superconductivity
on the tunneling density of states a parallel magnetic field was applied. Note the gradual change
from the weak disorder form of G ∼ −ln(V ) (Altshuler-Aronov [6], also known as the zero bias
anomaly(ZBA)) to high disorder G ∼ |V | (Efros-Shkolvskii [5, 66]). The solid lines are the best
possible fits to the latter expressions. The resistance of the films was smaller than the resistance
of the junctions. Adopted from ref.[67]

The emergence of a superconducting state is accompanied by the development of an energy

gap, Δ, which appears in Eq.1.5, around the Fermi energy. BCS theory predicts its evolution with

temperature: (
Δ(T )

Δ(0)

)
= tanh

(
TC

T

Δ(T )

Δ(0)

)
(1.9)

and also predicts the following constant ratio13 between Δ and the critical temperature: 2Δ(T =

0)/(kBTC) = 3.52. In order to extract the value of Δ from the electronic density of states, measured

by tunneling spectroscopy, the following modified BCS expression is utilized:

Ns(E) = Re
E − iΓ

[(E − iΓ)2 −Δ2]1/2
(1.10)

Where the Γ is a phenomenological broadening parameter[69], also known as Dynes parameter,

resulting from finite scattering effects. In 1992, Valles et al.[41] measured the tunneling density

of states of a few uniform films of quench condensed superconducting Bi. The structure of the

planar junction geometry consisted14 of Al/AlO/Bi . Fig. 1.10(a) shows the tunneling density of

states of these uniform Bi films. Evidently, the superconducting order parameter, Δ, vanishes with

increasing disorder. In other wards, Δ → 0 as TC → 0. Fig. 1.10(b) shows the tunneling density

13In the case of weak electron-phonon coupling. In the case of strong electron-coupling limit the following ratio
is modified[68] and equals to ∼ 4.5.

14The Al strip had a small amount of Mn impurities in it to prevent it from supperconduct. The Al surface was
oxidiezed in ambient conditions. At low temperatures a 1-2 monolayer film of Sb was evaporated onto the surface
and subsequently a series of Bi evaporations completed the junction structure.

14



of states of homogeneous ultrathin PbBi/Ge as a function of magnetic field. Evidently, traces of

superconducting energy gap persists even when the R(T ) curves exhibit a negative dR/dT . This

result is consistent with the Bosonic picture; however at the d-SIT in this material the critical

sheet resistance is above the Bosonic theory expectation value (i.e. R = 8KΩ > h/4e2).

On the other hand, in structurally granular films the situation is quite different. Measuring[69]

the tunneling density of states of granular quench condensed Sn films on a similar junction geometry

(i.e. Al/Al0/Sn) yielded roughly the same value of Δ for films with various sheet resistance, ranging

from Rsq = 542Ω to ∼ 10kΩ. The difference between the tunneling curves was only reflected in

the broadening parameter, Γ. In fact, several years later, employing an Al(Mn− doped)/AlO/Pb

planar junction arrangement, it was experimentally shown[70] that the value of the superconducting

energy gap remains constant through the SIT. Fig. 1.10(c) shows the tunneling current as a function

of voltage for both superconducting and insulating films, evidently the curves are very similar.

Examining the temperature evolution of Δ in the insulating sample yielded good agreement with

the BCS prediction, as seen in Fig. 1.10(d).

Figure 1.10: (a), tunneling conductance versus junction voltage of thin uniform Bi films with
Rsq = 8.0kΩ (lowest curve), Rsq = 5.8kΩ (middle curve) and Rsq = 0.075kΩ (upper curve).
Inset: the two resistive films on an extended scale. Note that Δ seems to vanish with increasing
disorder. Adopted from ref.[41]. (b), Tunneling density of states versus junction voltage of thin
uniform PbBi films at several magnetic field strengths. Inset: the corresponding resistance versus
temperature curves. Note that Δ seems to persists even at magnetic fields which results in non
superconducting R(T ) trends. Adopted from ref [42]. (c), current versus voltage characteristics
of superconducting (b and d) and insulating (a) granular Pb films. Note that there is hardly any
difference between the curves; indicating the Δ remains constant through the SIT in granular
metallic films. Adopted from ref.[70]. (d), similar plot but only for the insulating film. the
different curves corresponds to different temperatures, ranging from 2.1K to 6.5K. Inset: Δ(T )
obtained from a fit to the BCS expression of Eq.1.10. Note the remarkable agreement with the
theoretical curve for Pb. Adopted from ref.[70].

In conclusion, as TC is decreased with increasing disorder (decreasing thickness) Δ → 0 in
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uniform metals and Δ → const in granular metals.

Next we turn to homogeneously disorder films, such as InO, T iN and NbN . The tunneling

density of states shares some peculiar properties between these films. Fig. 1.11 shows local scanning

tunneling microscopy (STM) on T iN and NbN thin films. Clearly the superconducting order

parameter is not uniformly distributed across the sample. The observed variation in Δ is not

correlated with the structural features. The similarity between these results and the numerical

results shown in Fig. 1.3 is evident. It may be important to note that such an emergent electrical

inhomogeneity was also observed[25] by local STM measurements in low-carrier density version of

high-Tc superconductors.

Figure 1.11: (a), Local-STM measurement shows spatial fluctuations of Δ on a thin (4 6nm) T iN
film with TC = 1.3K. The observed spatial features do not corresponds to any structural features.
Note the similarity to the numerical simulations shown in Fig. 1.3, however, as seen in the scale
of Δ the value of Δ varies by less than 20%. Adopted from ref.[30]. (b), temperature evolution
of emergent inhomogeneity, observed by a local-STM, in a thin NbN film with TC = 2.9K. The
observed spatial features do not corresponds to any structural features. Adopted from ref.[71].

The superconducting gap is expected to vanish at the critical temperature. Indeed in normal

metal superconductors, Δ → 0 where T → TC . Hence, the appearance of Δ signals the emerging

superconducting state. Indeed, in the standard BCS theory, Cooper pairs are energetically advan-

tageous at T < TC and the range of temperatures in which fluctuations in the order parameter

are significant is extremely narrow. However, in high-Tc superconductors it was discovered that

a noticeable suppression, similar in magnitude to Δ (below TC) in the density of states emerges

above TC , this feature is known as a pseudogap. Recently, such a pseudogap was observed in

homogeneously disorder films of InO, T iN and NbN , as seen in Fig. 1.12. Being conventional or
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s-wave superconductors these latter experimental results are intriguing.

Figure 1.12: Pseudo gap observed in tunneling measurements. (a), 3D plots of the tunneling
conductance normalized by the conductance at high voltage as a function oof junction voltage
and normalized temperature, T/TC for three superconducting T iN films. The films differ in their
disorder an TC which range between ∼ 0.3K to ∼ 1.25K, corresponding to right, middle and
left figures, respectively. Note that the pseudogap is more pronounced and persists to higher
temperatures as the disorder is increased. Adopted from ref.[72]. (b), similar measurement but
on superconducting InO samples with relatively low disorder (left panel) and high disorder (right
panel). Note that psedugap is similar between these two films. However, the coherence peaks
at the edges of the superconducting gap in the high disorder sample are absent, unlike the low
disorder sample.. Adopted from ref.[73]. (c), local-STM measurement of the density of states of
NbN films with TC = 1.65K (left panel, the corresponding R(T ) curve is shown in the bottom)
and TC = 4.11K (right panel, the corresponding R(T ) curve is shown in the bottom). Adopted
from ref.[20].
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1.3.3 Finite frequency measurements

The use of finite frequency measurements may provide more details on a studied physical system

than dc measurement. Most importantly, ac probing as opposed to dc probing, allows to extract

the complex response function of the electronic system, i.e. both the real and the imaginary part

of the various response functions15; for example the complex conductivity, σ1 + iσ2, the complex

dielectric function, ε1+iε2, or the complex sheet impedance of a thin film 1/σd = R+iωL. The real

part of the conductivity, which is the in-phase response, reveals information about the dissipation

in the system while the imaginary part of the conductivity, which is the out-of-phase response,

reveals the polarization of the charge carriers and their ability to move without dissipation. A few

particular advantages of ac over dc probing are that the former technique enables to detect both

the superconducting gap, Δ, and the superfluid stiffness, Ds. The latter parameter describes the

phase rigidity of the superconducting order parameter and it is directly linked to the imaginary

part of the conductivity: σ2 = 4e2

hd
kBDs

h̄ω . However, this relation between the measured σ2 and

Ds is valid for probing energies which are bellow the pair breaking energy16: h̄ω < 2Δ. Another

important advantage of ac measurements is the fact that it is less (or completely not) sensitive

to percolation paths, as opposed to dc measurements. Hence it may characterize true average

bulk values without being controlled by specific small areas which may effect the observed results.

Despite their potential impact there have been very few experiments utilizing finite frequency

measurements in the vicinity of the SIT. This is largely due to the required technical conditions like

frequencies above solid state systems (network analyzers reach a few tens of Gigahertz, ∼ 0.1meV )

but below infrared and low temperatures (while still employing optical cryostat in the case of free

space spectroscopy) which pose significant challenges.

Recently the response function of homogeneously disorder InO samples was probed in the mi-

crowave regime by means of cavity resonator[75] and Corbino arrangement at zero H-field[76] and

as a function of perpendicular H-fields[77]. In these measurements there is no need to employ an

optical cryostat, since the radiation does not transverse in free-space, thus lower temperatures are

more easily accessible. In principle, at these low frequencies relatively to 2Δ, σ1 is expected to

remain negligible while σ2 rapidly increases as 1/ω. Hence the superfluid stiffness, being propor-

tional to ωσ2, can be directly extracted. Fig. 1.13 shows that the superfluid stiffness survives

well into the insulating regime and also at H > HC , where HC is the critical magnetic field. It

is important to note that the existence of superfluid stiffness at finite frequency at H > HC is

not inconsistent with an insulating ground state. That is since finite frequency measurements are

sensitive to superfluid fluctuations due to the short time scales of the microwave radiation; probing

below a certain order parameter fluctuation rate will not be sensitive to such fluctuations and

the observed Ds is expected to vanish. At low temperatures and well into the insulating side the

superfluid stiffness becomes temperature independent as T → 0. This shows that the observed

effects are not thermally driven and is indicative of their intrinsic quantum mechanical nature.

These results shows unambiguously that at some region above the critical H-field the insulating

state is dominated by superconducting correlations, hence it is consistent with the Bosonic picture.

However, it can not rule out the idea of disorder induced inhomogeneity discussed earlier.

A microwave measurement, utilizing Corbino arrangement, on NbN films revealed similar re-

15All these response functions are linked via simple electrodynamics expression. Moreover, the imaginary and
the real part of a particular response function are linked via Kramers-Kronig relation. See ref.[74] for detailed
expression.

16see review in chapter 3 of ”introduction to superconductivity” 2nd edition, Dover Publishing, by M.Tinkham.
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Figure 1.13: (a), ac sheet resistance, ∝ Re(1/σd) versus temperature and magnetic field. The bold
line is the critical resistance extrapolated to finite temperature. (b), superfluid stiffness (∝ ωσ2) at
22GHz. The critical field HSIT is shown as a white dot at H = 3.68T . Yellow indicates maximum.
Adopted from ref.[75].

sults. Fig.1.14 shows the complex conductivity (σ1 + iσ2) of an homogeneously disorder NbN

films close17 to the d-SIT. Clearly the superconducting critical temperature is not marking any

dramatic change in the observed σ1 and σ2 curves. Interestingly, it seems that a minimum is de-

veloped with decreasing temperature in σ1 at f ∼ 12GHz. According to the extension of the BCS

theory to finite frequency, brought forward by Mattis and Bardeen[78], the minimum in σ1 marks

the value of 2Δ. Hence it appears that the superconducting gap is surprisingly observed at these

low frequencies; while according to tunneling measurements on similar samples the minimum in σ1

should have been observed at about an order of magnitude higher frequency. Our interpretation

of these results is given in chapter 3.4 ”Higgs mode near the d-SIT”.

Detecting the actual value of the superconducting gap, Δ, with a finite frequency measurement

requires a photon energy in the Terahertz (THz) spectrum, which is higher than microwave and

lower than infrared. THz spectroscopy is a well established and common method to detect su-

perconducting correlations and in particularly to detect Δ. In general, the response of ordinary

metallic s-wave superconductors is successfully characterized by Mattis-Bardeen[78] expression.

Table 1.3.3 briefly summarizes several THz spectroscopy measurements on s-wave superconduc-

tors and describes the various quantities that may be extracted directly and indirectly from such

measurements.

17The critical temperature of the cleanest NbN sample is ∼ 15.5K, while for the sample shown here TC ∼ 3.14K.
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Figure 1.14: The complex conductivity of a highly disorder superconducting NbN sample with
TC ∼ 3.14K, measured in the microwave regime utilizing a Corbino setup. (a), the real part
of the complex conductivity, σ′ versus frequency. Note the minimum that develops around f ∼
12GHz with decreasing temperature. The dramatic increase observed toward f → 0 is due to the
broadening of the σdc due to finite temperature effects. (b), the imaginary part of the complex
conductivity on a log-log scale. Note that the superfluid stiffness, Ds, persists to temperatures
above TC . Adopted from ref.[79].

Material TC 2Δ(0) 2Δ(0)/kBTC λ(0) ξ0 nS ref.
NbTiN 14.1K 36.5cm−1 3.72 260nm 170nm N/A [80]
Nb1−xT ixN 8.5K 24cm−1 4 N/A N/A N/A [81]
NbN 15.4K ∼ 50cm−1 ∼ 4.6 N/A N/A N/A [82]
NbN 15.1K 43.3cm−1 4.12 N/A N/A N/A [83]
NbN 8.31K 24cm−1 4.1 90nm 39nm l = 9nm @T=9K [84]
α−MoGe 4.5K - 3.7 N/A N/A 1.21021cm−3 [85]
α−MoGe 6.9K - 3.8 N/A N/A 1.61021cm−3 [85]
T iN 3.4K 8.14cm−1 3.44 ∼ 730nm x 1.61021cm−3 [86]
MgBi 6.9K - 3.8 N/A N/A 1.61021cm−3 [87]
TaN 9.7K - 3.3 ∼ 500nm N/A N/A [88]
TaN 8.5K - 3.6 ∼ 500nm N/A N/A [88]

Table 1.1: Summary of THz optical spectroscopy results on several s-wave superconductors. The
following expression was used to obtained the coherence length: ξ0 = h̄vF /πΔ(0). In the case of
NbTiN the estimated value of Fermi velocity was: vF = 1.9× 106m/s. Here the film is in the so
called dirty-limit, i.e. l << ξ0, and in the local regime, i.e. ξ < λ(0) (see ref.[74, 89] for details
about the various regimes). For the T iN case the London penetration depth, λ(0), was obtained
by using the two-fluid model with λ2

L(0)/λ
2
L(T ) = 1− (T/TC)

4. Where λL =
√

c2/4πωσ2.
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Chapter 2

Materials and methods

2.1 Materials

2.1.1 Indium Oxide

Our primary system of choice for this study is amorphous and homogeneously disorder indium

oxide samples. The films were deposited by e-gun evaporation1 while dry and pure (99.999%)

oxygen was injected into the chamber at a certain partial pressure which ultimately determines

the electron carrier density and subsequently the ground state of the sample. For a partial oxygen

pressure in the range of 0.5 to ∼ 5× 10−4 Torr, the sample ground state is an insulator with a low

carrier density in the range of (0.1 − 10) × 1019cm−3. For a partial oxygen pressure of ∼ 0.5 to

5× 10−5 Torr, the sample ground state is a superconductor with a carrier density that can reach

∼ 1021cm−3 (for discussion about the experimental extraction of carrier density see ref.[56] and

references therein). The SIT can also be spanned by annealing in vacuum at T ∼ 50C, which is

below the crystallization temperature, ∼ 150C. The latter process reduces the static disorder in

the film and consequently the resistance is reduced; the carrier density, however, remains constant.

It is important to note that in order to span the SIT by sequences of annealing processes a minimal

required electron carrier density must be met. The methods describe here is identical to previous

works on InO reported in the introduction chapter, e.g.[19, 43, 56, 58, 59, 73, 90]. We used atomic

force microscopy to measure the surface roughness, as shown in Fig.2.1(a), and found that the

typical height variation has a root mean square of a few nanometers (similar to previous work on

InO). Electron diffraction patterns, shown in Fig.2.1(b) revealed[56] the absence of any diffraction

ring of either crystalline indium oxide or metallic indium. The dimensionality of these films depends

on several parameters like the mean free path l, the superconducting coherence length ξ, the Fermi

wave length λF and the thermal length lT . For low voltage and temperature in the normal state

a typical film’s thickness of 30nm is smaller than lT , thus the theoretical treatment should be of

a 2D system. In the superconducting state, films with such thickness are of the same order of ξ,

thus they should be treated as quasi-2D systems.

Recently Givan and Ovadyahu[56] presented transport and scanning transmission electron mi-

croscopy (STEM) results on several indium oxide samples with a various degree of electron concen-

tration. Fig. 2.2(a)&(b) show STEM images for low and high carrier density versions of amorphous

1There are other methods to deposit thin indium oxide films, however they may, and usually are, result in a
different chemical and structural characteristics.
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Figure 2.1: (a), an AFM image of a 30nm thick InO film. The RMS of the surface roughness is
1.5nm. This result is typical for such InO films, regardless to the partial oxide pressure during the
evaporation. (b), electron diffraction patterns of as prepared (upper panel) and same sample after
thermal annealing for 34 days (lower panel). The as-deposited sample had an RT=300K

sq ∼ 120MΩ

and the after annealing RT=300K
sq = 70kΩ. Note that in both cases the electron diffraction pattern

is practically identical and exhibiting that the film is amorphous. Adopted from ref.[56].

indium oxide thin films, yielding insulating and superconducting ground states, respectively. The

most important finding is the spatial fluctuations of the carrier concentration2, persisting over

scales of up to 300− 800Å, as can be seen in Fig. 2.2(c) which show the Fourier transform of the

STEM image. These scales are in the order of the length scales relevant for transport in general

and the superconducting coherence length in particular. This demonstrates that the scenario of

disorder induced inhomogeneity should be considered in any theoretical attempt to describe the

physical nature of such disorder films, particularly at low temperatures and close to the d-SIT.

Another important observation, brought forward by Givan and Ovadyahu, is that kF l is not a

good parameter to characterize disorder when superconductivity is present. In fact, they showed

that reducing kF by decreasing the carrier density (increasing the partial oxide pressure during the

film’s evaporation) reduces the value of TC more than reducing l (increasing the static disorder),

even when the value of kF l is kept unchanged.

2.1.2 Niobium Nitride

The NbN films we have measured in our THz spectroscopy system were grown by our Colleagues in

Mumbai, namely Pratap Raychaudhuri and John Jesudasan. The films were synthesized through

reactive dc magnetron sputtering by sputtering a Nb target in an Ar − N2 gas mixture. The

substrate temperature and ambient pressure during growth for all the films were fixed at 600C

and 5mTorr, respectively. The carrier density is varied by changing the ratio of N2 and Ar.

Ref. [92] gives a description of the properties of these NbN films with relatively low disorder;

i.e. between films with TC ∼ 10K (and ρ ∼ 3.83μΩm) and TC ∼ 16.1K (and ρ ∼ 0.94μΩm).

Using Hall effect measurements the following carrier density were found in the corresponding films:

n ∼ 6.47× 1022cm3 and n ∼ 1.98× 1023cm3; employing free electron expression (see section 1.2.1)

they derived the following kF l values: kF l ∼ 2.56 and kF l ∼ 7.15. NbN films with higher degree

of disorder and closer to the quantum phase transition are discussed in ref.[20]. For such highly

2Interestingly, similar conclusions were lately derived[91] for a disordered 2D electronic system of graphene
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Figure 2.2: (a),(b), a scanning image of a transmission electron microscope of low (a) and high (b)
carrier density InO films, 5× 1018cm−3 and 3× 1021cm−3, respectively. The contrast mechanism
in the micrograph is due to absorption. The bright colors signify oxygen rich patches and vice
versa for the black colors. Adopted from ref.[56]. (c), Fourier transform of the STEM image.
These were averaged over individual line scans taken across each micrograph. The dashed lines
are merely guides to the eye. Adopted from ref.[56].

disordered films TC was observed to decrease below 0.3K (their lowest available temperature).

With increasing disorder, practically achieved by reducing the carrier density, the dimensionless

parameter kF l was further decreased. For samples with kF l < 1 no superconducting behavior was

observed down to 300mK.

2.2 Methods

2.2.1 Tunneling and transport

We have used both He-3 and Dilution refrigerator systems in our transport and tunneling measure-

ments. The transport measurements, relevant in all our work, were performed by 2 or 4 contacts

utilizing standard Kiethley 2400 or Yokogawa 7651 dc sources and Kiethley 2000 voltmeters (see

Fig.2.3(a)). Special care was taken to ensure the persistence of an Ohmic response, especially in

the insulators, usually by reducing the driving current below 0.1μA. However, while measuring

very high resistances, we utilized a Femto DDCPA-300 current amplifier. This current amplifier

serves as a virtual grounding. Hence for measuring a highly resistive sample a two-contact arrange-

ment is preferable; one end connected to a dc voltage source and the other end to the input of the

current amplifier. The output of the current amplifier is held at a dc voltage equal to the input

current multiplied by a chosen factor between 104 to 1013. Practically, low-frequency noises (e.g.

50Hz from various sources) will also be multiplied, consequently saturating the output voltage be-

fore reaching the maximum amplification. Hence, in order to maximize the current amplification,

special care was taken to reduce low frequency noises by using low pass filters and clean grounding.

The tunneling measurements, as described in paper 6.1, were based on a planar tunneling

junction (see Fig.2.3(b)). A 30nm Al stripe was thermally evaporated (at a rate of ∼ 0.5A/s) on

a Si/SiO substrate and was allowed to oxidize for a few hours in ambient conditions with slightly

more humidity (which helps to form a more resistive AlO surface, reaching as high as 1MΩ).

Subsequently, a 31nm InO stripe was e-gun evaporated perpendicular to the Al/AlO stripe, thus

forming a planar tunnel junction with barrier dimensions of 1 × 1mm. To obtain the tunneling

density of state we have directly measured the dI/dV in the following way: a small step function
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dc voltage sweep was connected to one end of the Al strip and the current amplifier was connected

to the InO strip. Parallel to the dc sweep a Lock-in amplifier (Stanford SR830 or EG&G 7265) was

employed to inject and read a small ac (∼ 10Hz) on the same contacts (i.e. between the Al and

the InO strips). The latter measurements is basically the derivative of the I − V characteristic,

thus it is proportional to the density of states of the InO sample (assuming the density of states

of the Al is constant). Special care was given to verify that the tunnel barrier resistance was at

least an order of magnitude larger than the InO resistance (otherwise the measured signal will

represent characteristic of the InO stripe instead of junction barrier).

2.2.2 THz spectroscopy

In the past two decades a significant progress in the field of Terahertz spectroscopy brought forward

new opportunities to optically probe energies in the vicinity of the superconducting energy gap.

Although being used intensively in many research fields it is still absent in the field of disordered

superconductors. Using this tool to probe disordered conventional s-wave superconductors, in

particular close to the d-SIT, poses many technical challenges. In the first place, it requires low

temperatures while employing an optical cryostat, allowing the THz radiation to pass through the

cryostat and the sample with minimal intensity reduction. In the second place, using radiation in

the sub millimeter wave length generates many standing waves and parasitic radiation; usually this

is the major obstacle (see the discussion the technical review, ref.[88]). The two prime methods

to detect the complex response function of a system in the Terahertz regime are time-domain and

frequency-domian spectroscopy. In the time-domain method a fast radiation pulse is emitted on

the studied sample and the THz spectrum is recovered by using Fourier transform. In the frequency

domain method a coherent radiation source is utilized to independently measure each frequency

per temperature. We used the latter method, employing a system in Martin Dressel’s lab at the

university of Stuttgart. The system was arranged as a free-space Mach-Zehnder interferometer,

sketched in Fig.2.4(a), to measure two optical quantities: the transmission through the sample

and the phase shift caused by the sample. Each of these measurements is compared to an empty

sample holder in order to compensate for radiation intensity variation and physical changes in

the submillimeter scale at one or more points in the system. An example of ”raw” data, i.e.

transmission and phase shift, of a clean NbN sample is shown in Fig. 2.5(a). Both of these optical

parameters are directly linked to the complex response function of the sample via Fresnel equations

(see Eq.1 in paper 6.3). The coherent radiation source employed here is a backward wave oscillator

(BWO), which essentially hosts different resonators; each tuned to a small bandwidth in the THz

range (defined here as 0.05− 1.2THz, corresponding to a photon energy of 0.18− 5meV ) and each

produce different photon intensity, as seen in Fig.2.4(b). The photon intensity is important in

determining the sensitivity of the system, which is especially relevant for disorder films with low

conductivity and subsequently almost transparent (see Fig.2.5(b).).
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Figure 2.3: Simplified sketch of the transport (a) and tunneling (b) measurement setups. Note
that in the transport setup the entire sample is probed whereas in the tunneling setup only part
(effectively only the region above the junction are) of the sample is probed. In the tunneling setup
the dc and ac sources are connected to the sample via a voltage divider. The dc source sweeps
the energy across the junction and the small ac signal enables to directly measure the derivative:
dI/dV . The density of state is extracted from the latter curve, see section 1.2.2.

25



Figure 2.4: (a), simplified sketch of the THz measurement setup. The system is arranged as a
Mach-Zehnder interferometer, employing two distinct arms. The strong red colored arm (Arm 1)
is used to measure the transmission through the studied sample. Both arms are used to measure
the phase shift of the radiation transversing through the sample. The source of the coherent THz
radiation is a BWO and the detector is a Golay cell. Adopted from ref.[88]. (b), upper panel:
the output power of the various BWO sources versus frequency. The range from 1 to 47cm−1 is
completely covered. Lower panel: the available spectral range of a source can be increased using
passive frequency doubler and tripler (dashed lines). The signal intensity in the doubled/tripled
spectral range, however, is 3 to 4 orders of magnitude smaller and usually require the use of a
4He-cooled bolometer for detection. Adopted from ref.[88].
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Figure 2.5: (a), ”raw” data as obtained from the THz frequency-domain Mach-Zehnder interfer-
ometer on an NbN sample with TC = 15.1K at temperatures above and at TC . The observed
oscillation results from the multireflection of the radiation on the edges of the substrate, also
known as Fabry-Perot oscillation. Upper panel shows the transmission of versus frequency and
energy. Lower panel shows the phase shift over frequency as a function of frequency and energy.
The decrease in Transmission reflects the decrease in σ1 while the decrease in φ/f reflects the
increase of σ2 (σ2 ∝ 1/ω). The thick curves are the measurements and thin curve is a fit to BCS
(Zimmermann equation, see text). At T = TC the thin curve is a fit to Drude model. (b), the
transmission at T > TC of a highly disordered NbN sample (NbN2, with TC = 4.2K) and a low
disordered NbN sample (NbN1, with TC = 15.1K, shown in (a)). Note the significant difference
between the low and high disorder samples and the fact that the highly disordered sample is almost
transparent, i.e. Transmission = 1.
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Chapter 3

Results and discussion

3.1 Tunneling measurements across the d-SIT

The current section briefly summarizes the results and discussion presented in the attached papers:

paper 6.1 and paper 6.2. Employing a planar tunneling junction arrangement, as sketched in

Fig.2.3(b), the density of states of a superconducting and an insulating InO samples were measured.

Measuring the global resistance versus temperature of these films, as sketched in Fig.2.3(a), revealed

that the insulating sample followed an Arrhenius law (see Eq.1.8) with T0 ∼ 0.4K (0.034meV ) and

in the superconducting sample TC ∼ 3K. The most important and rather unexpected observation

is that for both the insulating and the superconducting samples the extracted value of Δ from the

tunneling conductance is 0.7meV . This result provided the first direct experimental evidence for a

superconducting gap in an homogeneously disordered uniform insulating sample. Indirect evidence

for the survival of superconducting correlations in the insulating side of the d-SIT were presented

previously in the review section. The evolution of superconducting gap was also measured as a

function of magnetic field for both the insulating and the superconducting samples. Interestingly

the similarity between these two samples extends even further. First Δ seems to vanish at a

similar magnetic field. Secondly, at a high magnetic field, where the superconducting correlations

are wiped out or at energies above Δ for any magnetic field strength, the tunneling density of

states of both films follows Altshuler-Aronov expression of a logarithmic depletion around Ef (see

Eq.1.4). Equally interesting is the appearance of the so called coherence peaks also in the insulating

sample. This implies that coherent superconductivity is present in a sample with a global insulating

transport behavior; hence, it strongly supports the idea of disorder induced electrical granularity.

It is worth mentioning here that a similar picture, i.e. the survival of Δ across the SIT, was

experimentally obtained in the case of granular films, as shown in Fig. 1.10(c)&(d).

3.2 THz spectroscopy measurements on disordered super-

conductors

The current section reviews and extends our results and discussion presented in the attached paper:

6.3. The prime theory describing the response of an s-wave superconductor at finite frequency was

brought forward by Mattis and Bardeen[78]. Their expression was developed based on the BCS

theory. One of the most useful expression introduced in their work predicts the behavior of the
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complex conductivity as a function of frequency and temperature, i.e. σ1(ω, T ) and σ2(ω, T ). Our

measurements on NbN films far from the d-SIT, as seen in Fig 3.1, revealed an excellent agreement

with the Mattis-Bardeen equations. In order to describe the electrodynamics of superconductors,

different length scales should be considered as their relative values determines the response to the

electromagnetic field. The first length scale is the London penetration depth: λL =
√

c2

4πσ2(ω)ω =√
mc2

4πNse2
= c

ωp
, where m and e are the electron mass and charge, Ns is the superfluid density, c is

the speed of light and ωp is the plasma frequency. The second length scale is the correlation length:

ξ0 = h̄vF

πΔ , which roughly describe the spatial length scale of the Cooper pairs. The third length

scale is the mean free path of the normal state electrons: l = vF τ , which is set by the impurities

and lattice imperfections at low temperatures. For typical metallic superconductors these three

length scales are of the same order of magnitude. The local limit is when l << ξ, λ; more commonly

referred to as the dirty limit defined by l/ξ → 0. The opposite limit, is the so called clean limit

l/ξ → ∞, where it is necessary to distinguish the following two cases: the non-local (or Pippard)

limit define by λ << ξ, l and the local (London) limit defined by ξ << λ, l (also known as the

regime of type II superconductors). With increasing disorder the penetration depth increases and

the coherence length and mean free path decreases. Indeed, the disorder InO and NbN films are

in the local limit. In principle, Mattis-Bardeen equations are not applicable in the local limit. In

1991 Zimmermann et al.[93] extended Mattis-Bardeen expressions to any degree of disorder. Hence

we employed these latter expression through out the text and refer to them as BCS theory.

Figure 3.1: (a), the measured real part of the complex conductivity as a function of photon
energy and temperature, σ1(ω, T ), for the ’cleanest’ NbN film with a TC = 15.1K. The results
perfectly fit Mattis-Bardeen equations. The blacked line (min[σ1(ω)]) corresponds to the value of
the superconducting energy gap, and is plotted separately in as a function of T together with a
fit the BCS theory (which predicts the evolution of Δ with T ). The pronounced maximum at low
frequencies and at a temperature slightly below TC is the coherence peak[89]. (b), the measured
imaginary part of the complex conductivity as a function of photon energy and temperature,
σ2(ω, T ), for the same sample.

The general shape of σ1(ω) and σ2(ω) according to Zimmermann, however, remains unaffected.

Moreover, it can also be understood by the following phenomenological arguments. Fig. 3.2 shows

the evolution of the density of states of a superconductor above and below the critical temperature,

TC . Probing such a system held above TC enables the excitations of single-particles from occupied

states to empty states for any finite photon energy. This scenario ultimately leads to a Drude
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response, where the two important parameters are the dc conductivity σDC and the scattering rate

of normal electrons τ . Reducing the temperature below TC effects the complex conductivity due

to the opening of an energy gap (see Fig.3.2(b)) and condensation of electrons into Cooper pairs.

At frequencies much higher than the pair breaking energy, 2Δ, σ1 still determined by the normal

state electrons; however when the photon energy decreases and there are less possible transitions

across the gap σ1 decreases until reaching a minimum at h̄ω = 2Δ. At even lower frequencies σ1

increases due to the broadening of the δ-function at σ1(ω = 0) or σdc. The latter quantity is related

to the divergence of σ2, which is proportional to 1/ω, according to Kramers-Kronig relation. At

zero temperature σ1 will be zero ∀ : h̄ω < 2Δ. This description of the behavior of the complex

conductivity can be observed in Fig.3.1, which we obtained from a clean NbN sample.

Figure 3.2: The density of states in the vicinity of the Fermi energy. (a), for a normal metal.
The dark colored area indicates the occupied states according to the Fermi-Dirac statistics at
finite temperatures. Clearly any photon energy can excite electrons from an occupied state to
unoccupied state. (b), for a superconductor at finite temperature an energy gap is opened around
the Fermi energy. In this case there are two possible excitations; first across the gap (solid arrows)
for h̄ω > 2Δ(T ) and second from those above the gap between occupied and unoccupied states
due to the finite temperature Fermi distribution. (c), at zero temperature latter mechanism is no
longer available and the only optional excitation is across the superconducting gap. Adopted from
ref.[89]

There are several fundamental differences between the intensively explored dc measurements

and the THz free-spacee spectroscopy measurements we employed. In the first place, the optical

method uses a macroscopic beam diameter. Moreover the radiation wavelength goes to infinity in

the direction parallel to the films surface since the k-vector of the transmitted radiation is per-

pendicular to the films surface. Thus, unlike dc measurements, such an optical probing is not

sensitive to percolations paths within the disordered film nor it is sensitive to specific energetically

preferred tunneling channels in to the disordered films. In the second place optical probing and dc

probing (tunneling or transport) are basically measuring different responses. Optical spectroscopy

measures the complex response function of the film, for example the conductivity which is the

current-current correlation function, by measuring the films absorption and scattering of the emit-

ted photons. Whereas dc measurements like tunneling is based on injecting electrons into the films.

Hence, the observed Altshuler-Aronov like depletion in the tunneling density of states around the

Fermi energy, as seen in Fig. 4 paper 6.1, is not expected to appear (by any sort) in an optical

probing. On the other hand, collective modes, discussed in chapter 4 are not visible in the single

electron tunneling density of states. These differences between the two methods can be used fur-

ther to shed light on the physics of the SIT in a number of ways. Paper 6.3 compares results from

tunneling and optical measurements on InO films. It mainly relies on a sort of technical difference

between the two methods. Tunneling measurements naturally requires an adjacent metal plane to
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inject electrons through a thin barrier. The metallic plane screens the Coulomb interactions within

the disordered sample. Whereas in the optical setup no such metal plane exist close to the film.

In view of these results we continue to explore the effect of screening, as details in section 3.3.1.

Figure 3.3: a, phase shift over photon energy versus photon energy. The deviation downward of
the observed Fabry-Perot oscillations at low frequencies below TC indicates the 1/ω divergence of
σ2, which is proportionall to the superconducting electron pair density or superfluid stiffness. b,
the corresponding transmission versus photon energy. c, the transmission versus photon energy
for the same film shown in (a)&(b) together with the result from the cleanest NbN film, having a
TC of 15.1K.

Particularly interesting is the value of the conductivity of such disordered films in the vicinity of

the SIT. Fig. 3.3 show the THz measurement ’raw data’, i.e. the transmission versus photon energy

and the phase shift divided by photon energy versus photon energy. Using Fresnel equations the

complex conductivity can be extracted without any extrapolation (e.g. Kramers-Kronig relation)

or the a priori assumption of any physical model. At temperatures slightly above TC the results

aduquetly fit Drude, which is written as follow: σ(ω) = Ne2τ
m

1
1−ωτ = σdc

1+iωτ
1+ω2τ2 , where N is the

electron density, m and e are the electron’s mass and charge, τ is the scattering rate and ω is

the photon energy. There are two fitting parameters to Drude model, the first is the scattering

rate,τ , and the second is the dc conductivity, σdc. The value of τ can not be determined for

the films we studied with our THz system since it resides at a much higher frequency than our

spectrum. In general the scattering rate increases with disorder and even for our cleanest samples

the conductivity above TC seems flat, as seen in Fig.3.1(a), indicating that the scattering rate is

faster than our probing frequency1. Nevertheless, the actual value of τ does not impair our fitting

with an effective one parameter, namely σdc. For the highly disorder NbN shown in Fig. 3.3(a)&(b)

we obtain σdc = 1100Ω−1cm−1 slightly above TC . Translating this value2 to Rsq we obtain a value

of 54kΩ, already much higher than the transport measured σdc. This discrepancy apparently

support the notion of electrical granularity, otherwise in an homogeneous sample we expect to

retrieve similar results to those obtained in transport measurements.For our lowest disordered

sample the corresponding result gives Rsq = 350Ω or ρ = 60μΩ1cm1, similar to the transport

results.

1The actual value of scattering rate was inferred by extrapolation in previous microwave measurements[75] to be
in the order of 200− 300THz.

2The samples are squared, hence: Rsq = ρl
A

= 0.9×10−3×10−2

17×10−9×10−2 = 5.3× 104Ω = 5.3× 104 Ω
square

.
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Figure 3.4: a, the penetration depth versus photon energy of a superconducting InO sample at
temperatures below (2K) and above (6K) the critical temperature (3.2K). b, the penetration
depth versus photon energy of a superconducting NbN sample at temperatures below (2K) and
above (5K) the critical temperature (4.2K). c, the penetration depth versus photon energy of
the cleanest measured NbN sample at various temperatures. d, the penetration depth as obtained
from a two-coil experiment performed on similar NbN films with relatively low disordered NbN
films. Adopted from ref. [94].

The London penetration depth can also be estimated[74] based on our THz measurements re-

sults using the following relation: λL =
√

c2

4πωσ2
. Fig. 3.4 show our results for a few selected InO

and NbN samples alongside result from a two-coil experiment on similar, though low-disordered,

NbN samples[94]. Apparently both our THz and the two-coils measurements results seem in good

agreement. These two techniques, although completely different, shares a few important properties:

they are both a global measurement (undependent of percolation paths) and are both measuring

an unperturbed sample (in a sense that there are no metallic plane screening the Coulomb interac-

tions). In principle the superconducting gap can be extracted from the behavior of the penetration

depth versus temperature curves. However, there is not much sense in doing so in our case since

the extracted value ultimately rely on the exact same data that leads in a more direct way to the

same value, i.e. via the minimum in σ1. In case we consider other mechanism that derive σ1 to a

minimum (like the Higgs mode) it still make no sense to use the penetration depth to extract the

superconducting gap since the a priori model to achieve this value is no longer valid.

A few disordered InO samples were measured in an optical cryostat with a parallel magnetic

field of up to 7T . This special optical cryostat, however, is less suited for measuring the low

spectrum of the THz system. At these long wavelengths the unavoidable mechanical imperfections

of the systems are causing significant disturbances to the measured signal. Nevertheless, averaging

over several measurements and employing other techniques to reduce standing waves may yield

adequate results. Once the technical problems are resolved such a measurement may provide

interesting data on the superconducting energy gap as a function of magnetic field. Moreover,

it may be interesting to follow the complex conductivity of such films for which dc transport
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measurements reveal a magneto resistance peak. Such a pronounce behaviour is not expected in

the optical measurements if indeed the magneto resistance peak is driven by the percolation picture

described in Section 1.3.1. That is since all the relevant length scale in the optical measurement

are macroscopic, the radiation beam diameter is a few millimeters and the radiation wavelength is

in the submillimeter regime3

3.3 Unpublished results and suggestions for future work

3.3.1 The effect of Coulomb interaction on disordered superconductors

As was mentioned in the experimental section, the measurement of the tunneling density of states

of disorder samples, where electron-electron interaction play an important role, are inherently

problematic. The presence of an adjacent metallic electrode may screen the electron-electron

interactions in the studied sample, thus alter the measurement results. The influence of a metallic

plane is not restricted solely to the density of states of the studied sample, the transport behaviour

is also affected. Paper 6.3 discuss the importance of Coulomb interactions in such disordered films.

Here we present a complementary study. We measured the transport characteristics of couples of

identical InO samples which were evaporated simultaneously. However, one sample was deposited

on top of an insulating substrate whereas the other sample was evaporated on an surfaced oxidized

Al film. We call the first a bare sample and the latter a screened sample. The purpose of this

experiment is to detect the extent of the effect of screening on such homogeneously disorder and

low carrier density films of InO. Fig.3.5(a-c) shows the resistance per square versus temperature

(Rsq(T )) curves for couples of screened and bare samples. Clearly the presence of an adjacent

metallic plane affects the Rsq(T ) curves. The screened samples exhibit enhanced superconductivity

comparing to the bare samples. Especially interesting is the samples close to the d-SIT, where the

bare sample exhibits an insulating trend whereas the screened sample exhibits a superconducting

trend. Evidently, screening the Coulomb interactions can tune the quantum phase transition. The

differences between these pairs continues also in the insulating side. Fig.3.5(e) shows a pair of

insulating samples; the screened sample fits better the VRH resistance while the fits better the an

Arrhenius low.

3.3.2 Resistance versus temperature curves

The definition of the superconducting critical temperature in homogeneously disordered films is not

clear as in normal metallic superconductors. In the latter case, the superconducting fluctuations

persist only over a very short temperature range. Increasing disorder extends the temperature range

in which superconducting fluctuation play an important role. Two different theories calculated

the effect of superconducting fluctuations around TC on the films conductivity, namely Maki-

Thompson (MT) and Aslamasov-Larkin (AL) corrections. The AL contribution for a 2D system is:

σ2D−AL
dc = e2ε−1

16h̄t and for a 3D system: σ3D−AL
dc = e2ε−1/2

32h̄ξ0
, where t is the thickness, ξ0 is ground state

coherence length and ε = |T/Tc−1|. The MT contribution for a 2D system is: σ2D−MT
dc = e2ln(ε/δ)

8h̄t(ε−δ)

and for a 3D system: σ3D−MT
dc = e2ε−1/2

8h̄ξ0
where δ is the pair-breaking parameter introduced to

avoid an unphysical divergence of the conductivity at T > Tc in the 2D case. Fig. 3.6(a) shows

a typical resistance versus temperature curve for superconducting InO films. The behaviour of

3Though the radiation wave vector is perpendicular to the surface of the studied thin film, thus the radiation
wavelength parallel to the film’s surface is theoretically infinity.
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Figure 3.5: Resistance versus temperature for pairs of bare samples (blue full symbols) and capped
samples (red open symbols) in three disorder limits: (a) both samples are on the superconducting
side of the SIT, (b) the bare sample is insulating and the capped sample is superconducting and (c)
both samples are insulating. (d) The ratio between the critical temperatures of both samples as a
function of disorder manifested by the critical temperature of the bare sample for different pairs.
(e) Log of the resistance versus 1/T (left) and 1/T 1/4 (right) for the insulating sample of panel
(c). Image on the right bottom side shows a pair of bare and capped samples, each connected by
four ohmic contacts.

the R(T ) curve between the points where dR/dT = 0 and R = 0 can not be reconcile with either

AL or MT corrections. In the relatively ordered InO sample shown here, the temperature that

corresponds to the point where dR/dT = 0 is ∼ 30% larger than the highest TC found in literature

for such homogeneously disordered InO; moreover, a local minimum in dR/dT curve can be seen

in a temperature that is ∼ 85% larger than the highest reported value of TC . This demonstrates

that superconducting correlations emerge at significantly higher temperatures. The emergence of

the psedugap observed (see Fig. 1.12) in such InO samples occurs at temperatures corresponding

to dR/dT = 0. Fig. 3.6(b) shows a similar picture obtained from a highly disordered NbN film. In

view of the previous subsection, it would be interesting to give special attention to the differences

in the dR/dT = 0 and the local minimum in dR/dT between screened and bare samples. Clearly

the physical nature of the system in this temperature region should be further studied.

3.3.3 Tunneling with gating

Recently, the SIT in InO was tuned by gating the sample and consequently varying the electrons

carrier density[95]. Ionic liquid was employed as the dielectric material between the sample and

the metallic gate electrode. The huge dielectric constant of the ionic liquid enables to vary the

carrier density up to 7 × 1014cm−2. In order to produce a significant change within the bulk

sample it is necessary to have an ultra thin film, in the range of several nm, whereas most of

the studied indium oxide samples describe here are thicker (few tens of nm). Apart from the

dramatic change in the transport properties, a systematic variation of the magnetoresistance peak

was studied and it seems to agree with a model which consists from electrical granularity. Merging

the same gating procedure on a planar tunneling junction arrangement (see tunneling method) we

studied the evolution of the tunneling density of states as a function of carrier density. Our results

are incomplete and this work was stopped before reaching a solid ground. Nevertheless, the partial

34



Figure 3.6: (a), Resistance per square versus temperature (on a log scale) for a superconducting
InO film with a thickness of 31nm. The partial oxygen pressure during the evaporation was
10μTorr. The dashed line is a fit to Aslamasov-Larkin correction, which agree in a small region in
the vicinity of TC ; clearly it can not explain the behavior of the curve. The lower inset shows the
same result at low temperatures. The upper inset shows the derivative of the resistance in respect
to temperature. Note that a minimum is observed at 6.5K, much above the sharp decrease in
resistance observed at 3.5K. The derivative change sign in 4.7K. (b), characteristic R(T ) (white
curve) for a disordered thin NbN film with TC = 2.9K. The background colors represents planar
tunneling conductance, G. Note that the R(T ) decreases from as early as T ∼ 7.2K; the latter
temperature roughly signals the appearance of the pseudogap in the G data. Adopted from ref.[71]

data of the resistance versus temperature and the corresponding tunneling data is presented in

Fig. 3.7. Evidently, despite the noisy experimental results, the superconducting gap persists also

in gating voltage values which corresponds to R(T ) curves that do not show superconductivity.

This result agree with the observations of paper 6.1 and paper 6.2.

3.3.4 Parallel magnetic field

Detecting the value of the superconducting gap is of great importance. In previous sections we

reviewed the various experimental methods to detect it. However each method, especially in the

case of highly disordered superconductors, does not necessary provide the true physical nature of

the system due to different reasons. In the tunneling measurement the adjacent metallic electrode

may screen the electron-electron interactions and in turn influence the value of Δ at the small area

in which the electron tunnel. In the THz measurement, the highly disordered samples are almost

transparent; consequently, the effect of superconducting correlations are small and the inferred

value of Δ is less accurate. The necessity to measure the value of Δ is even more immediate

given the disagreement between the THz and the tunneling measurements (as discussed in the

next chapter).

The value of Δ might be recovered via a simple transport measurement. Applying a parallel

magnetic field on a thin film will not induced vortex lines penetrating the sample. However it

will, eventually, lead to an abrupt or gradual (depending on the electrical homogeneity) vanish

of the superconducting gap, Δ. This will happen when the Zeeman energy exceeds Δ. In fact,

this might be relevant to the Pauli paramagnetism limit (see ref.[96]): HP = Δ/(2.82μB), where
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Figure 3.7: a, resistance versus temperature for different gating voltage on a superconducting
ultra thin (11nm) indium oxide sample. Positive voltage deplete electrons from the gated area
covering the junction, whereas negative voltage attracts electrons. Evidently, a ground state phase
transition is observed with gating voltage. The reentrant behavior observed at the in between
gating voltages might indicates on non homogeneous film structure, unlike the describe property
of such films in this thesis. However, unlike the ’usual’ InO film this specific film had a much
lower thickness. b, tunneling density of states obtained at zero magnetic field and normalized to
the B = 9T corresponding results for several gate voltage values. For all gate voltage values a
similar superconducting gap is apparent. While the so called coherence peaks seem to vanish with
increasing gate voltage (decreasing electron carrier density).

μB is Bohr magneton (equals to 5.78× 10−5eV/T ) and HP may be associated with the magnetic

field strength that corresponds to the emergence of resistance. Fig.3.8 shows the resistivity versus

parallel magnetic field. Using the arguments mentioned here we obtain a superconducting energy

gap value which matches the tunneling results.
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Figure 3.8: Sheet resistance, ρ, as a function of parallel magnetic field of an InO thin film at
various temperatures ranging from T = 0.04K to T = 1.2K. Bc marks the observed SIT; a value
which is significantly higher than the critical perpendicular field. Adopted from ref. [97].
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Chapter 4

Higgs mode near the d-SIT

Spontaneous breaking of continuous U(1) symmetry, is expected to yield two types of collective

excitations: a gapless Nambu-Goldstone (phase) mode and a gapped Higgs (amplitude) mode with

a finite Higgs mass which has gained much attention lately in the context of the standard model of

high-energy physics. While being unstable towards the decay into electron pairs in homogeneous

superconductors, the Higgs mode is theoretically predicted to become stable and experimentally

detecable in disordered s-wave superconductors close to a quantum critical point. We study super-

conducting films of NbN and InO close to the superconductor-insulator quantum phase transition

by means of optical spectroscopy and both planar-tunneling and scanning-tunneling spectroscopy.

Our results reveal that the threshold for absorption in the optical conductivity is suppressed rela-

tive to the gap scale measured by tunneling. In addition, we find that there is excess low energy

absorption not attributable to the breaking of Cooper-pairs. This spectral weight can be assigned

to the Higgs mode. Our experimental results are in qualitative agreement with the optical conduc-

tivity of disordered Josephson-junction arrays calculated by using quantum Monte Carlo methods.

In contrast to homogeneous BCS superconductors, the vicinity of a quantum phase transition

enables us to detect the Higgs mode as a critical energy scale.

A superconductor spontaneously breaks continuous U(1) symmetry and acquires the well-

known Mexican hat potential with a degenerate circle of minima described by the order parameter

Ψ = Aeiϕ, see Fig. 4.1a. On general grounds, excitations from the ground state can be classified as

transversal Nambu-Goldstone (phase) modes and massive longitudinal Higgs (amplitude) modes

(see blue and red lines in Fig. 4.1a) in analogy to the Higgs boson of high-energy physics. Indi-

cations of the Higgs mode in correlated many-body systems have been found in one-dimensional

charge-density-wave systems [98] and two-dimensional superfluid Mott-insulators [99]. In homoge-

neous, BCS superconductors the Higgs mode is short-lived and decays to particle hole (Bogoliubov)

quasi-particles[100, 101]. Indeed, decaying Higgs modes were inferred recently by pump-probe spec-

troscopy with pulse times equal to h̄/Δ in clean BCS-superconductors [102], where Δ is the super-

conducting energy gap. An important question is whether in tailored superconducting systems the

Higgs mode can be stable in time and remain well-defined. Recently, it was suggested [103, 104]

that the proximity of a quantum critical point in low-dimensional quantum many-body systems

hinders the Higgs mode from fast decay. This implies that in superconducting thin films close to

the superconductor-insulator quantum-phase transition (QPT) a long-lived and well-defined Higgs

mode should be visible.

The desired QPT from a superconductor to an insulator can be achieved in a number of ways.
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Figure 4.1: (Color online) Broken U(1)-symmetry phase and quantum Monte Carlo cal-
culation of the Higgs conductivity.a. When symmetry is broken, the potential acquires a
Mexican hat shape with a circle of potential minima along the brim (black solid circle). Transver-
sal modes of the order parameter Ψ = Aeiϕ along the brim (red line) are Nambu-Goldstone (phase)
modes, and longitudinal modes (blue line) are Higgs (amplitude) modes associated with a finite
energy. In superconductivity, the potential corresponds to the free energy. b. The Higgs mode
gives rise to low-frequency conductivity (in units of 4e2/h), that grows as disorder p (fraction of
disconnected superconducting islands) is increased and remains finite through the quantum phase
transition (orange line). At the quantum critical point, pc = 0.337, the superfluid density, ρs, in
the superconducting phase vanishes and the quasiparticle gap, Δ, remains finite whereas in the
insulator ωpair, which is the energy to insert a Cooper-pair to the insulator, goes to zero. Results
for specific disorder (blue, green, and red dashed lines) and compared to experiment, see Fig. 4.3.
For details of the calculation see [105].

One is an array of superconducting islands embedded in an insulating matrix in which the transi-

tion is controlled by the ratio EJ/EC , EJ being the Josephson coupling between islands and EC

the charging energy of an island [103, 104]. Another more practical way to drive a system through

the QPT is by introducing disorder on atomic length scales. It has been shown both experimen-

tally [20, 30, 71, 90] and theoretically [44, 46, 65] (and paper 6.1) that though being morphologically

homogeneous, with increasing disorder superconducting films can progressively become electron-

ically granular on length scales comparable to the superconducting coherence length. While for

modest disorder the superconducting state is hardly affected, strong disorder near the quantum

critical point decomposes the homogeneous state in individual superconducting islands. In this

scenario, the QPT takes place at the critical disorder when phase fluctuations between different

islands destroy the global phase coherence and the superfluid density ρs vanishes on a macroscopic

length scale [50]. Consequently, the loss of global phase coherence does not necessarily cause the

pairing gap Δ to close as the decoupled islands still remain superconducting. The value of the

critical temperature Tc in the vicinity of the QPT is thus not defined by the opening of a gap in

the quasiparticle density of states, but rather by the presence of a global phase coherence. In-

deed, finite values of Δ in strongly disordered thin films were experimentally observed in tunneling

spectroscopy experiments where Tc was already vanishingly small on the superconducting side or

even zero on the insulating side of the QPT [73, 106](and paper 6.1). Near the QPT one expects

two critical energy scales: in the insulating side, a charge gap ωpair, which is the energy required

to insert a Cooper-pair into the pair insulator [50], and in the superconducting side, the Higgs

(amplitude) mass gap. Both energy scales should vanish at the QPT.
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Assuming the presence of a Higgs mode in the superconducting thin film, what would be the

most suited experimental quantity to detect it? The Higgs mode is a finite-energy oscillation of

the order parameter magnitude |Ψ|. It can be probed by the dynamical conductivity σ̂(ω) which

depends on the current-current correlation function 〈[j(t), j(0)]〉. At low temperatures, the current

is dominated by the Cooper pair current j ∼ (2e)Im{Ψ∗∇Ψ} � (2e)|Ψ|2∇ϕ, where ϕ is the local

phase field. As a result, the conductivity depends on a convolution of the amplitude and phase

fluctuations.

How would the Higgs mode contribute to the dynamical conductivity? Theoretically it is

predicted to give rise to excess conductivity at sub-gap frequencies [103] which we will refer to

as Higgs conductivity, σ̂H(ω), in the remainder of the paper. In non-disordered systems σH
1 (ω)

shows a hard gap at frequencies similar to the superconducting gap, ω ∼ 2Δ/h̄, that is associated

with the energy scale of the Higgs mode, mH . This gap becomes softer as the system approaches

the QPT, reaching zero at the critical point. Recently Swanson and collaborators [105] studied

the effect of disorder on the dynamical conductivity across the superconductor-insulator QPT

employing quantum Monte Carlo methods and extracted the excess low-frequency contribution,

see Fig. 4.1b. The calculations show that the presence of disorder suppresses mH so that σH
1 (ω)

remains finite across the QPT. This excess conductivity adds to the conductivity stemming from

the superfluid condensate and the quasiparticle dynamics, so that one can write

σ̂(ω) = σ1(ω) + iσ2(ω) = Aρsδ(ω) + σ̂qp(ω)︸ ︷︷ ︸
σ̂BCS(ω)

+σ̂H(ω) (4.1)

where ρs is the superfluid density and A is a constant,[74]. Even though mH as a threshold energy

scale can be smeared in the presence of disorder, its contribution to the spectral weight should be

present and increase in magnitude as the system approaches the critical disorder, pc = 0.337.

In order to experimentally search for the contribution of the Higgs mode, we have studied

disordered superconducting films of NbN and InO by means of THz spectroscopy. Since the

superconducting energy gaps are of the order of 0.1 − 1 THz, optical spectroscopy in this regime

is an alternative method to tunneling spectroscopy for the measurement of 2Δ. Most important,

unlike tunneling which measures the density of states of the quasiparticles, optical spectroscopy

probes a complex response function, σ̂exp, that constitutes from the superfluid condensate, the

quasiparticle dynamics and collective modes, see Eq. (4.1). One can decompose the optically

measured conductivity into the regular BCS contribution and the contribution of the collective

excitations. The first one is modeled by the Mattis-Bardeen theory for ordinary superconductors

using our tunneling spectroscopy results as input to fix the absolute numbers. The difference to

the experimental data determines the Higgs mode simply by calculating

σH
1 (ω) = σexp

1 (ω)− σBCS
1 (ω). (4.2)

We have measured the complex transmission coefficient of several thin-film samples with dif-

ferent degrees of disorder utilizing Mach-Zehnder interferometry. Measurements were performed
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in the frequency domain between 0.05 − 1.2THz (0.18 − 5meV) for temperatures above and well

below Tc. From this we directly obtain the real and imaginary parts, σexp.
1 and σexp.

2 , of the

dynamical conductivity, in a individual manner without Kramers-Kronig analysis. According to

Mattis-Bardeen theory the minimum in σ1(ω) equals to twice the superconducting energy gap, 2Δ.

Furthermore, the superfluid density is related to σ2(ω)

ρs =
σ2(ω)mω

e2
(4.3)

where m is the electron mass and e is the elementary charge. This robust approach is well es-

tablished to study superconducting thin films. For more details see the methods section and,

e.g., [74, 86, 88, 107]. Fig. 4.2b,e shows the real part of the conductivity σexp
1 (ω) for modestly

(Tc = 9.4K) and strongly (Tc = 4.2K) disordered NbN in the normal state and well below Tc to-

gether with the fits to Mattis-Bardeen prediction for the disordered regime [78, 93]. In both cases,

σexp
1 (ω) is featureless in the normal state following simple Drude behaviour with a scattering rate

well above the THz range, whereas σexp
1 (ω) is strongly suppressed in the superconducting state. The

ordered sample is fitted perfectly by the Mattis-Bardeen theory. The onset of the high-frequency

upturn coincides with twice the energy gap, Δt, obtained by tunneling spectroscopy performed on

a similar sample [20]. The situation is remarkably different for the strongly disordered sample.

Here the decrease towards low frequencies is not at all captured by theory (green curve). In fact,

using Δt extracted from corresponding tunneling experiment yields a curve which is significantly

below σexp
1 (ω). With increasing disorder, both the discrepancy between 2Δt and min[σexp

1 (ω)] and

the insufficiency of Mattis-Bardeen fits become progressively worse. This trend is demonstrated

in Fig. 4.2c where we compare results from both techniques on a large number of NbN and InO

samples spanning the various degrees of disorder (measured in terms of the normalized critical

temperature, T̃c = Tc/T
clean
c ). For small disorder, T̃c � 1, tunneling and THz spectroscopy yield

the same value for the superconducting energy gap. Upon increasing disorder (decreasing T̃c) the

discrepancy becomes more and more pronounced. For the most-disordered samples, we find about

one order of magnitude difference between corresponding values. We assign these differences to

an absorption process stemming from the Higgs mode that becomes progressively prominent as

the system approaches the quantum critical point. This explains the discrepancy in the sense

that min[σexp
1 (ω)] in the strong-disorder limit does no longer equal 2Δ as a consequence of the

additional conductivity σH
1 (ω) of the emergent Higgs mode. The previously prominent spectral

feature marking the gap frequency is now hidden in the shoulder at higher frequencies. Although a

distinct experimental determination of min[σexp
1 (ω)] becomes progressively difficult as it is pushed

to low frequencies, we note the resemblance between min[σexp
1 (ω)] and the theoretical prediction

of mH in the vicinity of the critical point [103], as seen in Fig. 4.2c.

We now explore the evolution of the observed additional excess weight associated with the

Higgs conductivity, σH
1 (ω), as defined in Eq. (4.2), and compare these measured results with

recent numerical simulations detailed in ref. [105] and sketched in Fig. 4.1b. Fig. 4.3a shows

the measured σH
1 (ω) for three disordered NbN films with different Tc = 6.7, 5 and 4.2K and the

theoretical calculation for corresponding values of disorder p = 0.075, 0.1 and 0.125. We note

that one cannot expect a perfect quantitative agreement since the theory assumes that 2Δ is

much larger than the Higgs mode energy, whereas experimentally they are of the same order of

magnitude. Nevertheless, the overall behaviour and even quantitative trends are shared by theory
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and experiment: There is a pronounced peak of σH(ω) that shifts towards smaller frequencies and

becomes sharper with increasing disorder.

The appearance of the Higgs mode must go along with a redistribution of the spectral weight as

this quantity is strictly conserved; it measures the total charge carrier density N in the system

[74]. In accordance with the bosonic model of the SIT sketched above, the strength of the δ-peak,

i.e. the superfluid density ρs, dwindles to zero in the vicinity of the quantum critical point. Fig.

4.3b displays ρs for disordered NbN films extracted from the imaginary part of the conductivity,

using Eq. (4.3) and N in the normal state obtained from Hall measurements. While ρs is reduced

by about 2 orders or magnitude with increasing disorder, N is much less affected. According

to Ferrell-Tinkham-Glover sum rule [74] for the ’missing’ spectral weight s between normal and

superconducting states,

s =

∫ ∞

0+
dω[σn

1 (ω)− σs
1(ω)] ∼ ρs, (4.4)

a reduced superfluid density ρs upon increasing disorder leads to a reduced value of s. As the quasi-

particle gap remains fairly unchanged with disorder, this necessarily causes the spectral weight

contribution of the Higgs mode,
∫
dωσH

1 (ω), to become more pronounced. Fig. 4.3c depicts the

detected linear relation between the missing spectral weight, s, and the superfluid density, ρs, for

several films with different degree of disorder, thus providing the self consistency of the above

argument and eliminating the possibility of a redistributed spectral weight to higher frequencies

(due, for example, to a sudden change in the scattering rate).

We conclude that the low-frequency absorption observed by optical spectroscopy originates

from the Higgs mode in superconductors close to a quantum phase transition. As the system

approaches the critical point, the energy scale for this mode decreases and its magnitude grows,

exhibiting quantitative agreement with numerical simulations. Theoretically the Higgs mode are

predicted to be gapped in the ordered limit and ungapped in the presence of disorder. Our

experimental resolution does not allow us to determine whether these modes are indeed gapped

close to the critical point, nevertheless we show that the overall excess conductivity depicted

in the experimental results is consistent with the theoretical predictions. Such modes should be

relevant to other types of bosonic superconductors such as granular systems and Josephson junction

arrays. Indeed similar results were recently observed in granular aluminum systems close to the

superconductor-insulator QPT [108]. An important question is the effect of electron screening on

the superconducting properties in general and the Higgs mode in particular. Recently we have

shown that a small discrepancy between 2Δ extracted from THz versus tunneling experiments

could be ascribed to screening of Coulomb interaction by the tunneling electrode (see paper 6.3).

However, it is unlikely that this effect can cause a difference of an order of magnitude as seen in fig.

4.2c. Furthermore, it cannot explain the growing incapacity of theory to describe the experimental

σ1(ω). The precise influence of disorder and interactions on the Higgs modes requires additional

theoretical treatment. It is evident that the vicinity to the QPT offers a unique opportunity to

study the nature of the low energy collective excitations in superconductors.
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Figure 4.2: Tunneling versus optical spectroscopy. a,b Experimental results on low dis-
ordered NbN samples. Panel (a) shows the real part of the dynamical conductivity, σ1, versus
frequency (energy) at temperatures below and above Tc = 9.5K. The low temperature curve is
fitted (green line) to Mattis-Bardeen while plugging in the energy gap value obtained in the cor-
responding tunneling result, Δt. Panel (b) shows the measured tunneling conductance spectrum
(green triangles) alongside a fit to BCS (black line) with a Dynes broadening parameter, Γ. c,
summary of the quasiparticle tunneling gap, Δt (green symbols), versus the min(σ1(ω)) (blue sym-
bols) obtained from optical spectroscopy for several superconducting NbN and InO films spanning
the different degrees of disorder. While the quasiparticle gap, Δt, remains fairly unchanged with
increasing disorder and basically falls on the BCS strong coupling limit ratio, the minimum in
σ1(ω) is significantly suppressed. According to Mattis-Bardeen theory, for ideal superconductors
the value of min[σ1(ω)] of the quasiparticle response corresponds to 2Δ. The discrepancy between
both spectroscopic probes increases towards the highly disordered limit signaling the presence of
additional modes superposing the quasiparticle response. The solid red line corresponds to the
analytical prediction of mH close to a QPT calculated by Podolsky et. al. [103].d,e, Experi-
mental results on high disordered NbN samples. Panel (d) shows the real part of the dynamical
conductivity, σ1, versus frequency (energy) at temperatures below and above TC = 4.2K. The
low temperature curve is fitted (green line) to Mattis-Bardeen while plugging in the energy gap
value obtained in the corresponding tunneling result. Unlike the case of the low disordered sample,
these two curves different. The excess spectral weight, marked in yellow, defined as the difference
between the curves and is attributed to the Higgs contribution, σH

1 , see text. Panel (e) shows
the measured tunneling conductance spectrum (green triangles) alongside a fit to BCS (black line)
with a Dynes broadening parameter, Γ.
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Figure 4.3: Higgs conductivity and spectral weight. a, Experimental and theoretical results
for the Higgs conductivity σH

1 as a function of energy for three NbN films of different disorder. The
numerical results [105] were obtained for a fixed value of EC/EJ , whereas the degree of disorder,
reflecting breaking bonds between the superconducting islands, is denoted by p. Qualitative and
quantitative features are shared by both experiment and theory. The sharp lines in the experiment
data are due to extrapolation between measured data points. b, Charge carrier density N in
the normal state obtained from Hall measurements (black squares) and superfluid density, ρs,
measured by optical spectroscopy as functions of Tc/T

clean
c (reflecting the degree of disorder).

Note the faster decrease of ρs with increasing disorder, indicating the vanishing contribution of the
superfluid condensate to the spectral weight. c, the redistribution of the ’missing’ spectral weight
s between normal and superconducting state versus the superfluid density ρs, as defined in Eq.
(4.4). The observed linear relation indicates that the redistribution of the spectral weight occurs
within our measured energy spectrum.
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Chapter 5

Discussion and summary

The set of experimental results presented here implies that an inhomogeneous electronic state

emerges in a specific sort of homogeneously disordered superconducting systems. This experimental

finding goes hand in hand with several theoretical predictions that adopted a model with an atomic

scale disorder. Recently it was revealed in the case of the InO samples that there is a larger physical

disorder scale, namely a compositional disorder. The scale or spatial fluctuations of carrier density

might be the intrinsic modulator of the electrical inhomogeneity scale. It would be interesting

to check whether compositional disorder exists in other films, particularly in T iN films, which

shares with InO samples the set of results presented here1, such as magneto resistance peak,

spatially inhomogeneous order parameter, pseudo gap above TC , simple activated behavior of the

resistance versus temperature and a superconducting gap in the insulating side2. The commonality

between the InO, T iN and to some extent the highly disorder NbN films is their low carrier

density; which is at least an order of magnitude below normal metals. This intensifies the effect

of electron-electron interactions and in turn affects the nature of the superconducting state. The

theories that specifically discuss the emergent electrical granularity in homogeneously disordered

films do not incorporate Coulomb interactions. We have shown experimentally the importance of

these interactions in InO films by tuning the SIT with an adjacent metallic plane. By measuring

tunneling we have shown (e.g. Fig.2 paper 6.1, Fig.5 paper 6.2) that the density of states of

disordered InO in the vicinity of the d-SIT (from both sides) is suppressed due to electron-electron

interactions. Embracing the disorder induced electrical granularity picture, the energy spacing in

an individual grain is δε = (g0b
3)−1, where g0 is the density of states at the Fermi level in the bulk

and b3 is the average volume of one granule. Increasing Coulomb interaction suppresses g0 and

consequently the spacing between the energy levels grows. Equally important, the critical grain

size, i.e. bSC = (g0Δ)−1/3, below which δε > Δsc, increases. Hence, increasing disorder yields more

stringent spatial conditions from an individual grain to superconduct and consequently hinders the

large scale superconducting coherence. Clearly a more rigorous treatment is required to explore the

way superconductivity is superimposed on a system where Coulomb interactions play an important

role.

The resistance versus temperature curves also holds important information. The theories that

discuss the emergent electrical inhomogeneity do not provide expressions for the reduction of TC

as a function of disorder, unlike the Fermionic model (which appears in good agreement for the

1To some extent NbN films also share many results with InO and T iN , however, the insulating phase of the
NbN films do not exhibit an Arrhenius law

2For T iN films the existence of a superconducting gap was only inferred and was not directly observed
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case of T iN films). On the other hand, the Fermionic picture do not incorporate spatial electrical

inhomogeneity. The former theory seems to agree with several experimental results as discussed

throughout this thesis, e.g. the magneto resistance peak. Embracing the phenomenological theory

that describes the magneto resistance peak, we may attribute the temperature corresponding

to T (dR/dT = 0) to the state where percolation via the normal regions energetically equals to

percolation via the superconducting regions. In that case the temperature at which the first

superconducting island emerges is significantly higher than T (dR/dT ) = 0. Interestingly, already

the value of T (dR/dT = 0) itself is significantly larger than the highest reported TC . Apparently,

the tunneling measurements, showing a psedugap significantly above TC , support this picture.

However, as we have shown by measuring screened and bare samples, tunneling measurements on

such low carrier density may alter the results due to screening caused by the metallic electrode.

Subsequently superconductivity may intensify in that specific region in which electrons tunnel into,

while the remaining of the unperturbed film may have different electrical properties (e.g. lower

TC). This undermines to some extent the existence of such a pseudogap at temperatures much

above TC ; While the arguments relying on the shape of the resistance and its derivative ultimately

address an unperturbed system. Clearly further study of this subject is required.

Our initial goal from the THz optical measurement was to detect the superconducting gap close

to the d-SIT and particularly in the insulating side and above TC . We failed in these endeavors.

In the insulating side and above TC , where we believe that there is local superconductivity, the

lack of global phase coherence hinders its detection with the optical method. close to the SIT from

the superconducting side 2Δ is masks by the Higgs mode. The observation of the Higgs amplitude

mode by our THz spectroscopy measurement is in some sense not entirely linked to the rest of the

physics discussed here; perhaps because it is the first THz experiment on superconducting films

with various degrees of disorder up till the d-SIT. Nevertheless, it is in the heart of such a quantum

phase transition. We present the first experimental observation of a stable-in-time and well-defined

Higgs mode in a superconducting system. This was possible by driving the superconductor close

to quantum criticality, where the Higgs mode was expected to soften below 2Δ.
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Chapter 6

Papers

6.1 Measurement of a Superconducting Energy Gap in a

Homogeneously Amorphous Insulator
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